The nonlinear response of a resonant medium has many applications. To model and find the response of such a medium requires solving the Schrödinger equation (SE), which is a computationally extensive task. In this paper, we develop an analytical model to find the response of a resonant medium due to an applied field by employing the spatio-temporal Fourier-transform (STFT)–domain-based transfer function. A key feature of this approach is the use of the resonant excitation approximation (REA), which amounts to assuming that a group of atoms (or other quantum systems) within a volume element in the STFT domain are excited by only the corresponding volume element in the STFT domain of the field. We first derive the one-dimensional transfer function using an inhomogeneously broadened atomic medium under the REA. Then, we develop the three-dimensional transfer function and show that the analytical model agrees closely with the results obtained via an explicit simulation of the atomic response. As a practical example of the analytical model, we show that it can be used to model a spatio-temporal-correlator-based automatic event recognition system at a speed that is many orders of magnitude faster than solving the SE.
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k_x and k_y are the spatial frequencies, and ω is the temporal frequency. The actual shape of this volume would, of course, depend on the nature and extent of the inhomogeneous broadening and the size and the granularity of the medium in the x–y plane. Next, consider the corresponding representation of a pulsed optical field in the paraxial limit. In Fig. 1(b), we show an arbitrary lump as the representation of this field in the STFT domain. Again, of course, the actual shape of this lump would depend on the spatial and temporal properties of this pulse.

Consider now an arbitrary volume element of the STFT representation of the field. In general, this volume element will interact with the whole volume of the STFT representation of the medium. However, limited by a very small volume element, the power in this element is so small that one can make the resonant excitation approximation (REA). Explicitly, the REA means we consider only the interaction between volume elements that have the same coordinates at the center. This enables us to determine a transfer function for each volume element of the excitation field. The overall response can then be found by simply integrating the transfer function over the volume of the STFT representation of the field and the spectral distribution of the atoms.

As we have noted above, the quantum mechanical equation of evolution is simply the SE if dissipative processes are negligible. An important example of such a situation occurs when optically off-resonant two-photon (Raman) excitations are applied to a Λ-type system [13,14]. As has been shown, such a system can be modeled as a dissipation-free two-level system. In this case, we will show that an analytical expression for the transfer function can be found. In a more general case, where the dissipation cannot be ignored, one must use the Liouville equation for the density matrix. In such a case, the transfer function itself has to be determined numerically, as described in more detail later. Nonetheless, it would still allow computation at a rate that is orders of magnitude faster than direct numerical integration. In this paper, we focus our discussion on the case where an analytical expression for the transfer function can be found.

To keep the exposition of the basic feature of the analysis simple, we first consider a field that corresponds to a delta function can be found. In a more general case, where the AM has inhomogeneous broadening centered at frequency ω_L, with a width that is significantly larger than the spectral width of each of the three pulses. Furthermore, we assume that the carrier frequencies of these pulses are also ω_L. Let us assume further that each of the last two pulses is a so-called π/2 pulse, meaning that, by itself, each pulse would create an equal superposition of the ground and the excited state of an atom with a resonance frequency of ω_L, starting in the ground state. In that case, this pulse sequence corresponds to the so-called stimulated photon echo (SPE) process. Specifically, the response of the AM generates the echo pulse, which is a temporally mirrored version of the first pulse. The SPE process can be viewed as a temporal correlator (TC) [17–19], with the echo pulse representing the correlation peak. We denote the three temporal signals as A(t), B(t), and C(t). More explicitly, these functions represent the complex envelope of the electric field amplitude, with a central frequency of ω_L. Explicitly, we can write $E_Q(t) = Q(t) \exp(i \omega_L t - k_z z) + c.c.$, where $Q = A, B, C$.

After applying the rotating wave approximation and the rotating wave transformation [13] (which is augmented to transform out the common phase factor $e^{i \Delta \omega t}$ as well), the effective Hamiltonian for each of these fields can be expressed as $H_Q(t) = h/\omega_L |2\rangle \langle 2| + \Omega(t) |2\rangle \langle 2| + \Omega(t) |2\rangle \langle 2|$, where the complex and time-dependent Rabi frequency for each field is given by $\Omega_Q(t) = \mu Q(t) \exp(i \phi_Q(t))$, $Q = A, B, C$, with $\mu$ being the dipole moment of the two-level atom, and the detuning of the center frequency of the laser ($\omega_L$) from the resonance frequency of the atom ($\omega_{atom}$) being defined as $\omega = \omega_{atom} - \omega_L$.

As shown in Fig. 1(c), the three temporal signals have finite durations in time and are separated from one another. Specifically, we assume that the three signals, A, B, and C, arrive at the AM at $t = T_1$, $T_2$, and $T_3$, respectively. Therefore, the Rabi frequencies seen by the AM can be expressed as $\Omega_Q(t) = \mu_q(t) = \Omega_Q(t) \exp(i \phi_Q(t))$, $Q = A, B, C; q = a, b, c$, where $a(t) = A(t - T_1); b(t) = B(t - T_2); c(t) = C(t - T_3)$. Before proceeding further, we define explicitly the time domain Fourier transform (FT), $g(t)$, of a function $g(t)$ as $\hat{g}(\omega) = (1/\sqrt{2\pi}) \int_{-\infty}^{\infty} g(t) \exp(i \omega t) dt$. From this definition, it then follows immediately that $\hat{\Omega}_Q(\omega) = \mu \hat{a}(\omega) = \mu \hat{A}(\omega) \exp(i \omega T_1)$; $\hat{\Omega}_A(\omega) = \mu \hat{b}(\omega) = \mu \hat{B}(\omega) \exp(i \omega T_2)$; $\hat{\Omega}_C(\omega) = \mu \hat{c}(\omega) = \mu \hat{C}(\omega) \exp(i \omega T_3)$.

In the time domain, the atoms see the pulses at different times. However, the equivalent picture in the frequency domain is that the atoms see the Fourier components of all the pulses simultaneously during the time window within which all three pulses are present. Thus, for $t \geq T_3$, the response of the AM can be computed by assuming that it has interacted with all the fields simultaneously. To evaluate this response, we denote first as $N(\omega)$ the distribution of the atomic frequency detunings (i.e., the inhomogeneous broadening). Thus, the quantity $N(\omega) d\omega$ represents the number of atoms that have detunings ranging from $\omega - \Delta \omega/2$ to $\omega + \Delta \omega/2$, representing a spectral band of very small width $\Delta \omega$. In the

![Fig. 1. STFT representation of (a) the AM and (b) the three-dimensional electric field. (c) Sequence of pulses in the SPE process.](image-url)
a very small band is very small, so we can make use of the approximation that within a very small band is very small, so we can make use of the approximation that

$$\frac{\partial}{\partial t} \begin{bmatrix} C_1(\omega) \\ C_2(\omega) \end{bmatrix} = -i \begin{bmatrix} 0 & \Omega(\omega)/2 \\ \Omega^*(\omega)/2 & 0 \end{bmatrix} \begin{bmatrix} C_1(\omega) \\ C_2(\omega) \end{bmatrix}, \tag{1}$$

where the net, complex Rabi frequency within this band is given by

$$\tilde{\Omega}(\omega) = \tilde{\Omega}_a(\omega) + \tilde{\Omega}_b(\omega) + \tilde{\Omega}_c(\omega) = \mu(\tilde{a}(\omega) + \tilde{b}(\omega) + \tilde{c}(\omega)) \equiv |\tilde{\Omega}(\omega)| \exp(i\phi(\omega)),$$

and we have defined $$\tilde{\Omega}(\omega) \equiv |\tilde{\Omega}(\omega)| \Delta \omega.$$

The conditions under which the approximation underlying Eq. (1) is valid are as follows. If the optical fields are applied for a duration of $$T$$, then it has a spectral width of the order of

$$\sim \Omega \cdot \Delta \omega \cdot T.$$ Consider now the excitation of one band by the component of the fields that are detuned by a frequency $$\Delta \omega$$. If we assume the condition that $$\Omega \cdot T \ll 1$$, then it follows that $$\Omega \cdot \Delta \omega \cdot T \ll \Delta \omega$$. The peak amplitude of the excited state due to this detuned excitation is then given approximately by the ratio of the effective Rabi frequency to the detuning, which is $$\Omega \cdot T$$. Thus, it follows that the REA underlying Eq. (1) is valid as long as $$\Omega \cdot T \ll 1$$, which is assumed to be the case for the system under consideration in this paper. We also note that such an approach for describing the evolution in bands has been employed in other contexts as well; see, for example, Refs. [20,21].

Assuming that all the atoms are in the ground state before the first pulse is applied, the solution for this equation, physically valid for $$t \geq T_3$$, is given by

$$\rho_{12}(\omega, t) = C_1 C_2^* \exp(-i\omega_{atom} t) = C_1 C_2^* \exp(-i\omega_{c} t - i\omega t)$$

$$= (i/2) \exp(-i\omega_{c} t) \sin(|\tilde{\Omega}(\omega)| r) \exp(-i\omega t) \exp(i\phi(\omega)). \tag{2}$$

As we argued above, the component of the Rabi frequency within a very small band is very small, so we can make use of the approximation that $$\sin(\theta) \approx \theta - \theta^3/6$$. Noting that the interaction occurs for a time window of duration $$T \approx T_3 - T_1$$, we can thus write that

$$\rho_{12}(\omega, t) \approx (i/2) \exp(-i\omega_{c} t) \times [\tilde{\Omega}(\omega) T - |\tilde{\Omega}(\omega)|^2 |\tilde{\Omega}(\omega)| T^3/6] \exp(-i\omega t).$$

The signal (i.e., the electric field) produced by all the atoms can be expressed as

$$\S(t) = \alpha \exp(-i\omega_{c} t) \int_{-\infty}^{\infty} d\omega N(\omega) |\tilde{\Omega}(\omega)| T$$

$$- |\tilde{\Omega}(\omega)|^2 |\tilde{\Omega}(\omega)| T^3/6 \exp(-i\omega t), \tag{3}$$

where the proportionality constant, $$\alpha$$, depends on the dipole moment of the two-level atom and the density of the AM. To extract the essential result, we assume that the width of the atomic spectral distribution is very large compared to that of $$\tilde{\Omega}(\omega)$$, so $$N(\omega)$$ can be replaced by a constant, $$N$$. Furthermore, we define $$\S'(t) = \S(t) \exp(i\omega_{c} t)$$ as the envelope of the signal centered at the laser frequency, and $$\beta = -\alpha N$$, so we can write

$$\S'(t) = \beta \int_{-\infty}^{\infty} d\omega |\tilde{\Omega}(\omega)|^2 |\tilde{\Omega}(\omega)| T^3/6 \exp(-i\omega t). \tag{4}$$

Note that the time-dependent value of the off-diagonal density matrix element $$\rho_{12}(\omega)$$, integrated over all atoms, is simply proportional to this signal, $$\rho_{12}(\omega) = \S(\omega)$$, where $$\xi$$ is a proportionality constant. This, of course, is proportional to the density matrix element in the rotating wave frame

$$\tilde{\rho}_{12}(t) = \rho_{12} \exp(i\omega_{c} t) = \xi \S(t) \exp(i\omega_{c} t). \tag{5}$$

The linear terms in Eq. (3) represent the so-called free-induction decay, which occurs immediately after each pulse leaves the AM, as can be shown easily, and does not contribute to the correlation signal. Since the net Rabi frequency has three components corresponding to the three pulses, there will be a total of twenty-seven components corresponding to the nonlinear term. However, some of these terms are identical to one another, except for the numerical coefficients, leading to eighteen distinct terms. These are illustrated in Fig. 2, where the coefficient in front of each term indicates the number of times it occurs. These terms can first be divided into two categories: causal and acausal. The acausal terms occur at a time that is earlier than the time of application of at least one of the three constituent input signals. To eliminate the appearance of such acausal terms, it is necessary use Laplace transforms rather than FTs in formulating the frequency domain analysis, a fact well known in the field of signal processing [22]. However, for the problem we are considering here (namely, the spatio-temporal correlator; STC), it is essential to use FTs in the spatial domain. In order to elicit and exploit the unified view of the STC as a device that adds the temporal dimension to the spatial ones with essentially identical notations and interpretations, we are forced to make use of the FT for the temporal dynamics.
This approach is fully valid as long as it is understood that the acausal terms that appear due to the use of the FT are unphysical and must be discarded while determining the actual response of the system.

The causal category can be broken up into two groups: those appearing at \( t \leq T_3 \), and those appearing after \( t > T_3 \). For reference, we thus have three different groups of signals, designated as follows: Group A: Causal and appearing before or at \( T_3 \); Group B: Acausal; and Group C: Causal and appearing after \( T_3 \). This grouping is indicated in the caption of Fig. 2. In grouping these terms, we have assumed that \( (T_2 - T_1) < (T_3 - T_2) \). Under the assumptions made here in deriving these results, the only physically meaningful terms are those in Group C, since we are calculating the response of the atoms to the combined field of all three pulses. These correspond to inverse FT of \( \tilde{a}^* \tilde{b} \tilde{c}, \tilde{b}^* \tilde{c}^2, \tilde{a}^* c^2 \), appearing at time \( t = -T_1 + T_2 + T_3, t = T_2 - 2T_3 \), and \( t = -T_1 - 2T_3 \). The term that corresponds to the desired correlation signal is \( \tilde{a}^* \tilde{b} \tilde{c} \).

We now consider explicitly the signal produced by the term \( \tilde{a}^* \tilde{b} \tilde{c} \). It can be expressed as \( \Sigma \Sigma_c(t) = \left[ \frac{\xi^2}{6} \right] \int_{-\infty}^{\infty} \text{d}a \tilde{a}^*(\omega) \tilde{b}(\omega) \tilde{c}(\omega) \exp(-i\omega t) \), where \( \xi \equiv \beta(T\Delta\omega) \). For simplicity, we now define the normalized signal as \( \sigma(t) = \Delta \Sigma_c(\omega) \equiv \Sigma_c(\omega) / \int_{-\infty}^{\infty} \text{d}a \tilde{a}^*(\omega) \tilde{b}(\omega) \tilde{c}(\omega) \exp(-i\omega t) \), which means that this correlation signal occurs at time \( t = T_3 + T_2 - T_1 \). As already noted above, here, we have used an idealized, decay-free two-level system of atoms with inhomogeneous broadening that is larger than the inverse of the temporal resolution of the data stream. As stated earlier, it can be shown that an off-resonant excitation in a three-level system is equivalent to this model [13,14].

3. SIMULATION RESULTS AND DISCUSSION

Now we compare the simulation results of the numerical model and the analytical model and verify that both models give essentially the same results. Figure 3(a) shows the sequence of pulses associated with the TC, where a short pulse \( a(t) \) is applied at the writing beam as time \( T_1 \), followed by the query pulse train \( b(t) \) at time \( T_2 \). At time \( T_3 \), the reference pulse train is applied to this memory. The correlation peak is observed in a temporally shift-invariant manner at time \( t = -T_1 + T_2 + T_3 \). The temporal correlation process described above is simulated using the quantum mechanical amplitude equation [13,14], and the result is shown in Fig. 3(b). The simulation of the atomic model has been performed in a supercomputer for faster calculation. In addition to the correlation term, other nonlinear terms appear in the simulation; these have been discussed above. In the simulation of a TC using the numerical model in Fig. 3(b), we see that the terms in Group C appear at times \( t = -T_1 + T_2 + T_3, t = -T_2 + 2T_3 \), and \( t = -T_1 + 2T_3 \). Here, the desired correlation signal, which is denoted as \( \sigma(t) \), corresponds to the term \( \tilde{a}^* \tilde{b} \tilde{c} \), and it appears at time \( t = -T_1 + T_2 + T_3 \), as expected. It should be noted that there is a signal that appears at time \( t = -T_1 + 2T_2 \). Since it appears before \( t = T_3 \), it is of no interest for the temporal correlation process.

To simulate the analytical model, it is necessary to modify the transfer function of Eq. (6) by adding the additional nonlinear terms of Group C. Thus, the modified version of the transfer function can be expressed as

\[
\sigma(t) = \Delta \tilde{a}^*(\omega) \tilde{b}(\omega) \tilde{c}(\omega) + \tilde{b}^*(\omega) \tilde{c}^2(\omega) + \tilde{a}^*(\omega) \tilde{c}^2(\omega),
\]

(7a)

\[
\sigma(t) = \text{IFT}\{\tilde{\sigma}(\omega)\}, \quad \text{for } t > T_3,
\]

(7b)

where the three terms correspond to Group C. The quantity \( \sigma(t) \) is proportional to the signal produced by the system for \( t > T_3 \), under the simplifying assumption that the inhomogeneous broadening is much larger than the spectral spread of the terms in Eq. (7a). It can be shown that this term is proportional to \( \rho_{12}(t) \), the off-diagonal density matrix element in the
where the net, complex Rabi frequency within this band is given by
\[ \Omega(k_x, k_y, \omega) = \Omega_L(k_x, k_y, \omega) + \Omega_A(k_x, k_y, \omega) + \Omega_B(k_x, k_y, \omega) + \Omega_C(k_x, k_y, \omega). \]

Here, we are making a more generalized form of the REA. Specifically, we are assuming that the atoms in the STF domain volume element \((k_x - \Delta k_x/2, k_y - \Delta k_y/2, \omega - \Delta \omega/2) \mapsto (k_x + \Delta k_x/2, k_y + \Delta k_y/2, \omega + \Delta \omega/2)\) interact only with those components of the field that occupy the same volume element. Using the same line of argument and making use of the same set of approximations as presented for the temporal-only case, we then conclude that the normalized signal in the plane of the detector array corresponding to the correlation signal is given by

\[ \sigma(x_t, y_t, t) = \frac{1}{\sqrt{|2\pi|}} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \int_{-\infty}^{\infty} d \omega [\tilde{A}^*(k_x, k_y, \omega) \times \tilde{B}(k_x, k_y, \omega) \tilde{C}(k_x, k_y, \omega) \exp(i \omega (T_3 + T_2 - T_1))] \\
\times \exp(-i(k_x x_t + k_y y_t + \omega t)). \] (9)

If we consider no shift in the spatial direction, i.e., \(x_q = y_q = 0\) where \(q = a, b, c\), then it follows that the three-dimensional FT of the normalized correlation signal is

\[ \tilde{\sigma}(k_x, k_y, \omega) = \tilde{A}^*(\omega) \tilde{B}(\omega) \tilde{C}(\omega) \exp(i \omega (T_3 + T_2 - T_1)). \] (10)

If we define \( \tilde{S}(k_x, k_y, \omega) = A^*(\omega) B(k_x, k_y, \omega) C(k_x, k_y, \omega) \), then we see that \( S(x_t, y_t, t) \) is the three-dimensional cross-correlation between \( A(x_t, y_t) \) and the three-dimensional convolution of \( B(x_t, y_t) \) and \( C(x_t, y_t) \). Since \( A(x_t, y_t) \) is essentially a delta function in both the temporal and spatial domains (i.e., it is a very short temporal pulse and is a small point signal at the center of the SLM plane), \( S(x_t, y_t, t) \) is effectively the three-dimensional convolution of \( B(x_t, y_t) \) and \( C(x_t, y_t) \). Explicitly, if we consider \( A(x_t, y_t) = A_0 \delta(x) \delta(y) \delta(t) \), we get \( S(x_t, y_t, t) = A_0 \int_{-\infty}^{\infty} dx' \int_{-\infty}^{\infty} dy' B(x_t - x', y_t - y', t - t') \times C(x_t - x', y_t - y', t - t') \). Finally, we note that \( \sigma(x_t, y_t, t) = S(x_t, y_t, t T_3 + T_2 - T_1) \), which means that this correlation signal occurs at \( t = T_3 + (T_2 - T_1) \) in the plane of the detector array.

Figure 5 shows the limiting case of the STC where the query event and the database event are each a single frame, and they match exactly in the spatial domain. Specifically, the write pulse, \( A(x_t, y_t) \), is applied (centered) at \( t = T_1 \). In the time domain, it is a \( \pi/2 \) pulse, while spatially, it is a Gaussian spot (centered) at \( x = 0, y = 0 \). The query image, \( B(x_t, y_t) \), is applied (centered) at \( t = T_2 \), and the reference image \( C(x_t, y_t) \) is applied (centered) at \( t = T_3 \). As expected, a correlation peak appears at \( t = T_2 + T_3 - T_1 \). Here, we can see that the numerical and the analytical models yield essentially identical results, but at a faster simulation time. The numerical model is simulated using a parallel computer [25–27] with 20 processors, whereas the analytical model is simulated using a single processor (Intel Core i7-4600U CPU at 2.1 GHz). However, the simulation time of the analytical model is \( \sim 10^2 \) faster than the numerical model. Both models also show additional signals appearing at different times, corresponding to the additional nonlinear interactions, similar to the results.

Fig. 4. Simplified architecture of the STC. (SLM, spatial light modulator; AM, atomic medium; DET, detector.) See text for details.
shown in Fig. 3. Here, for clarity, we have shown only the correlation signals and excluded these additional signals.

From the above simulation results, it is obvious that the numerical model and the analytical model are in good agreement with each other. Hence, we can use the analytical model reliably for simulating a three-dimensional STC. Figure 6 shows the simulation result of the STC using the analytical model [Eq. (10)], where the query event $B(x, y, t)$ contains three frames, and the reference event $C(x, y, t)$ contains nine reference frames. The writing frame, $A(x, y, t)$, and the query frames, $B(x, y, t)$, are centered at $t = T_1$ and $t = T_2$, respectively. The section of the reference event that matches the query event is shown in the dotted box in $C(x, y, t)$, which is centered at $t = T_1$. As expected, a correlation peak appears at $t = T_2 + T_3 - T_1$ in the $S(x, y, t)$ signal.

So far, we have only considered a situation where the quantum state evolution can be described by the deterministic SE. However, for a system that involves non-negligible decay and irreversible dephasing, it is necessary to make use of a stochastic description. The density matrix equation of evolution for such a system in general may not have an analytical solution as a function of time. In order to apply the technique proposed here to a such a system, we can employ the following approach. First, we develop a set of density matrix equations for each small spectral band in the STFT domain, analogous to Eq. (8), by employing the REA. In order for the REA to be valid, the width of each band has to be of the order of the homogeneous linewidth of the system. These equations, for each band, are then solved numerically in the time domain for the element of the density matrix that corresponds to the dipole moment of interest. For concreteness, consider the case of a damped two-level optical transition. In this case, the density matrix element of interest is $\rho_{12}(k_x, k_y, \omega)$, and the numerical solution would yield the temporal evolution of this element: $\rho_{12}(k_x, k_y, \omega, t)$. The desired response of the system is then found simply by integrating this quantity over the STFT domain and the spectral distribution of the atomic density: $\rho_{12}(t) = \int \mathrm{d}k_x \mathrm{d}k_y N(\omega) \rho_{12}(k_x, k_y, \omega, t)$. Computationally, this approach would be somewhat slower than an SE-based system. However, it would still be much faster than the brute-force approach of integrating over all atomic locations and frequencies. Broadly speaking, this approach is thus expected to be convenient for any situation involving the quantum evolution of a system in time and three spatial dimensions simultaneously.

4. CONCLUSION

To summarize, we have developed an analytical model to find the nonlinear response of a resonant medium due to an applied field by employing the STFT-domain-based transfer function. We started with deriving the one-dimensional transfer function of an inhomogeneously broadened AM under the REA. Then, we developed the three-dimensional transfer function and showed that the analytical model agrees closely with the results obtained via an explicit simulation of the atomic response but at a speed faster than the analytical model. As a practical example of the analytical model, we showed that it can be used to model the STC at a speed that is many orders of magnitude faster than solving the SE. Finally, we also outlined how a variation of this approach can be employed for efficient computation in a system that requires the density matrix equations for the evolution of the nonlinear medium.
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