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The work presented here represents a series of research projects that are unified in their goal: to use volume holographic gratings to enhance traditional signal processing applications in ways that would otherwise not be possible. To this end, we have completed work that can be classified into four different projects. First, we have developed experimentally a novel holographic medium for volume holographic gratings. Future work on this material will center on achieving greater consistency of results. Second, we have studied the formation of highly selective holographic spectral filters for optical communications using the material that we have developed. Future work will include using optimized material samples and using beam profiling and apodization to achieve the desired filter shape. Third, we have studied the design of a holographic Stokesmeter. We have determined the proper figures of merit for the noise-tolerance of such a Stokesmeter, and have shown how the robustness of this Stokesmeter depends on the properties of its volume holographic gratings. Future work will entail developing a version of the holographic Stokesmeter for laser radar. Finally, we have studied the use of a super-parallel holographic random-access memory (SPHRAM) as the database for a holographic smart eye that can perform high-speed searches using a real-time Vanderlugt correlator. This holographic smart eye has the potential to perform high speed, translation-invariant correlation searches. The SPHRAM was studied theoretically, and the lenslet array, a key component of the SPHRAM, was designed and tested using an industrial optical simulation. With this design in hand, the SPHRAM can now be completed. While developing the full SPHRAM design, we built a real-time Vanderlugt correlator and constructed a prototype holographic smart eye using a
disc-based holographic memory system as an alternative to the SPHRA
d while the latter is under development. Using the prototype holographic smart eye, a holographic data storage disc was successfully searched for a query image in an automated fashion. Once the holographic smart eye is completed, it can be combined with the polarimetric LADAR system to create a target recognition system that is capable of searching a massive database at high speed for a given query image using visible and polarimetric signature data. Such a device would have a myriad of possible applications, none of which are possible using current technology.
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1 Background

1.1 Historical Background

In his Nobel Prize acceptance speech, Dennis Gabor called his invention of holography “serendipity”. He was referring to the fact that his original intention was to create a way to magnify x-ray images. Gabor had realized that recording the interference between a wavefront and a coherent wave would allow the reconstruction of that exact wavefront at a later point in time by applying just the coherent wave to the recording. Although he realized at the time that his idea of wavefront reconstruction could be applied to recording three-dimensional (3D) scenes, it was not until the invention of the laser that holography began to take flight.

The laser quickly became a reliable and commonplace coherent source for holography, and Leith and Upatnieks in the United States and Denisyuk in the Soviet Union began to create holograms of 3D objects in 1963. They solved one of the problems of Gabor’s original geometry, ghost images, by moving one of the recording beams off-axis. This “off-axis” recording geometry was the result of applying communications theory to the problem of the twin-images, and opened the door for work on the storage of multiple images in a hologram.

By the early 1970s, researchers had already realized the enormous potential of holographic data storage by storing multiple holograms throughout the volume of a material, but were unable to make the technology viable. This failure was largely due to the fact that the components necessary for creating a holographic data storage system—spatial light modulators, CCD detectors, and most importantly, high quality holographic materials—were still in their infancy. Despite this limitation, important theoretical advances were made.
The research that was done in these early years allowed the growth of many types of optical processing architectures, even as holographic data storage research dwindled with the lack of proper technology. These optical correlators and optical processors have the same foundation as optical holography as well as many of the same components. By the 1990s, the growth of the silicon microchip industry and the development of new manufacturing processes led to spatial light modulators and charged-coupled device (CCD) cameras that were finally approaching the level required for holographic data storage. Material research proved to be more difficult; however, with many of the other necessary elements in place, research in holographic data storage increased.\textsuperscript{10-17} Two university-government groups in particular, the Photorefractive Information Storage Materials (PRISM) and the Holographic Data Storage Systems (HDSS) consortiums, have advanced the state of holography to the point where several commercial ventures are now pending.

Even as these corporate ventures seek to commercialize and bring mainstream holographic data storage, researchers continue to seek out further exploitation of the holographic process. High speed database searches using optical correlation and associative memory retrieval of data, and holographic optical devices such as polarization-discriminating sensors, super-narrow holographic filters, and holographic imaging devices are just a few of the possible future applications for holography.

This thesis documents a portion of the work completed at Northwestern University in Selim Shahriar's Laboratory for Atomic and Photonic Technologies, focusing on four projects: development of holographic materials, creation of a holographic “smart” eye, a polarization-sensing element for visual and non-visual sensors (cameras/LADAR), and narrow holographic filters for optical communications.\textsuperscript{18-31}
1.2 Holography

Holography has at its roots a very simple concept that is familiar to those versed in basic communications theory: A carrier (reference) signal is modulated with the information contained in an information signal. In a traditional example of this theory, an electromagnetic wave in the ~100 MHz frequency range can be amplitude or frequency modulated (AM/FM) to provide a means of communication (radio). In the case of holography, the information and reference signals are both optical frequency waves. The two waves are directed so that they overlap inside a photosensitive medium. The material is responsive to the intensity of the interference pattern, which depends on the amplitude and phase difference between the two waves.

This process of creating a hologram is illustrated in Figure 1-1. We consider the simple case of no absorption. A signal wave and reference wave interfere coherently at the holographic material. As we will soon see, the key to wavefront reconstruction is the recording of the interference pattern of two beams, the signal and reference. If the two beams are not coherent with respect to each other—if the phase difference between them is not constant with respect to time, the interference pattern will be washed out and no hologram will be recorded.

![Figure 1-1: Creating a Hologram](image-url)
Writing in complex amplitude notation, the signal wave is $A_1 e^{i(\omega t - \phi_1)}$ and the reference wave is $A_2 e^{i(\omega t - \phi_2)}$, where $\phi_1$ and $\phi_2$ are the spatially-varying phase functions of the individual waves. The intensity of the resulting interference pattern is as follows:

$$|A_1|^2 + |A_2|^2 + 2|A_1||A_2|\cos(\phi_1 - \phi_2)$$  \hspace{1cm} (1.1)

The first two terms of equation (1.1) are DC (zero frequency) terms and can be ignored. The third term is a cosine proportional to the difference in phase between the signal and reference waves. For a photosensitive medium, the refractive index will be modulated in proportion to the interference pattern in equation (1.1). Re-writing equation (1.1) in complex notation, it is evident that applying the reference wave will reconstruct the signal wave up to a multiplicative constant. For a plane wave reference, this constant will not affect the signal wave.

One way to view the holographic process is via conventional sinusoidal gratings and Fourier signal theory. If one records a hologram of two plane waves interfering, the hologram is simply a diffraction grating with a period equal to the wavelength of the two recording waves divided by twice the sine of the angle between them (for the case of both beams hitting the recording medium from the same side). If this grating is a thin phase grating, it diffracts multiple orders and behaves exactly as a standard sinusoidal grating. If the hologram is recorded in a thick material, the grating obeys Bragg diffraction, and only the first order diffracts efficiently, with the other orders being suppressed.

With this picture in mind, the case of recording a 3D scene is simple to analyze. According to Fourier theory, the light reflected by the image or scene is composed of an infinite sum of weighted plane waves, and the hologram that is created is in fact the superposition of the gratings created by each plane wave component interfering with the reference wave. Thus, the
The hologram itself is a superposition of many gratings of varying strengths, periods, and phase shifts. When the proper reference wave is used, it diffracts from all these gratings simultaneously and reconstructs the original image.

Holograms can be characterized by the geometry used to write them as well as by the properties of the recording medium. In general, we will discuss two types of geometries: transmission and reflection; and two types of materials: thin and thick.

A transmission hologram is recorded when both the signal and reference beams are incident on the same side of the holographic medium. In this case, the grating planes will be perpendicular to the surface of the medium. The readout beam is applied to one side of the hologram, and the reconstructed beam exits from the opposite side.

Reflection holograms are created when the signal and reference beams are on opposite sides of the holographic medium. The grating planes are now parallel to the surface of the medium, and
when the readout beam is applied, it reflects from the holographic gratings. Figure 1-2
illustrates these two cases.

The thickness of a grating (holographic or otherwise) is usually measured with the Q
parameter as defined in equation (1.2):\(^6\)

\[
Q = \frac{2\pi \lambda_0 d}{n \Lambda^2}
\]  

(1.2)

\(\lambda_0\) is the free space wavelength, \(n\) is the index of refraction, \(d\) is the effective grating length, and
\(\Lambda\) is the grating wavelength. In general, a grating with a Q parameter of less than 10 is
considered to be “thin”, or in the Raman-Nath regime of diffraction. A Q parameter of greater
than 10 indicates a “thick” or “volume” grating that is in the Bragg diffraction regime. The
choice of boundary between these two types of holograms is arbitrary, and the change from one
regime to the next is gradual.

In thin holograms, the angle used to read the hologram does not affect the diffraction
significantly, just as in a thin grating. As the input angle changes, so does the output angle, but
the diffraction efficiency is not greatly affected for even moderately large angles (~ 30-40°). For
thick holograms, however, this is not the case. The phase matching condition for a thick
hologram ensures that only one order of diffraction is diffracted strongly while the other orders
are suppressed. Volume holograms thus have very small angle tolerances, typically on the order
of 0.01° for a 2 mm thick hologram.

The thickness and angle-tolerance of the hologram plays an important role in holographic
optical correlators. Just as one can use the reference wave to reconstruct the signal wave, the
signal wave can be used to reconstruct the reference. In fact, this operation is very similar to the
mathematical operation of cross-correlation. If an image orthogonal to the original signal image
is used to try to reconstruct the reference beam, no diffraction will be observed. However, if an image is used that correlates in a non-zero way with the image, diffraction will be observed, and the amount of light diffracted will be proportional to the cross-correlation of the test image with the original signal image. For thin holograms, if the Fourier transforms of the images are used instead, the correlation that is performed is translation-invariant. Thus, the test image could be translated in its plane (but not rotated or scaled), and the correlation would still occur. This property is a direct result of the angle tolerance of thin holograms. For volume holograms, the above description is not entirely correct. Although an operation very similar to correlation occurs, there is a departure from the exact correlation operation because of the angle restriction. Also, translation-invariance is reduced as the thickness of the hologram grows, and the correlation output is convolved with a sinc-like function. Depending on the thickness of the hologram and the amount of translation-invariance required, it may still be possible to build a holographic optical correlator using a volume medium.

1.3 Properties of Volume Holograms

Volume holographic gratings are used in many of the projects described here. Volume holograms can be analyzed using coupled-wave theory or more rigorous coupled-wave analyses.6, 9, 33-35
Here we briefly review the properties of interest for volume gratings. Section 10.1 develops the full treatment of thick grating theory for beam combining according to couple-wave analysis. Figure 1-3 illustrates the geometry for a volume transmission grating. The grating vector $\vec{K}$ is perpendicular to the planes of constant index, and the grating period is related to the magnitude of the grating vector: $|\vec{K}| = \frac{2\pi}{\Lambda}$.

Volume gratings obey Bragg diffraction; that is, there exists a set of constraints on both angle and wavelength such that only a certain combination of angle and wavelength will diffract efficiently from the grating. For example, an unslanted volume hologram written at 532 nm with symmetric writing angles of 30° will diffract strongly only at or very close to that angle and wavelength. The spread in the tolerance of angle and wavelength can be approximated as 

$$\Delta\theta_{\text{FWHM}} \approx \frac{\Lambda}{d} \quad \text{and} \quad \frac{\Delta\lambda_{\text{FWHM}}}{\lambda} \approx \frac{\Lambda \cot \theta}{d}.$$  

Thus the thicker the grating, the more selective it is with respect to angle and wavelength. This leads to an important parameter of volume gratings, multiplexed holograms.
1.4 Angle-Multiplexing in Volume Holograms

Because thick holograms are angle-selective, one can write multiple holograms in at the same location and volume of the holographic medium by changing the angle of the reference beam before writing each new hologram. In fact, by changing different properties of the reference beam, many multiplexing schemes can be used and even combined. Changing a geometric parameter such as angle or rotation is one possibility, but one can also change the writing wavelength or choose to encode each reference beam with a specific orthogonal phase pattern. Here we will use almost exclusively angle-multiplexing, though other methods could be substituted or combined with this scheme.

Construction of an angle-multiplexed grating in one dimension is shown in Figure 1-4. The first image is written with a reference beam at a specific angle.

![Figure 1-4: Writing an angle-multiplexed grating](image)

To write the next image, the angle is changed slightly. This process is repeated until all the holograms are written. The angular bandwidth of the hologram, as discussed above, determines the amount of angle change necessary to ensure crosstalk does not occur. The number of holograms that can be multiplexed in a single spatial location is limited by the dynamic range and scattering properties of the recording medium. As many as 10,000 holograms were stored in
a single location in LiNbO$_3$,\textsuperscript{37} and 1000-2000 holograms have been stored in a single spatial location in photopolymer materials.\textsuperscript{38} These parameters will be discussed in further detail in Chapter 2.

Readout of angle-multiplexed holograms is shown in Figure 1-5.

![Figure 1-5: Reading an angle-multiplexed grating](image)

By choosing a specific angle for the reference beam, a particular image can be read out. In addition, reading with a specific image will reproduce the reference beam propagating at the angle with which that image was written. If an arbitrary image is used, an operation mathematically very similar to cross-correlation will take place, and any image that matches the input image will generate a reference beam at that angle with an intensity proportional to the correlation.

1.5 Conclusion

This chapter is meant to familiarize the reader with many of the concepts that are used here, but is by no means a comprehensive review of holographic data storage or holography in general. The excellent books \textit{Holographic Data Storage} and \textit{Practical Holography} serve as a foundation for research into data storage and visual holography, respectively.\textsuperscript{39,40}
2 Holographic Materials Development

2.1 Introduction

The idea for the hologram was developed by Dennis Gabor in 1948. By 1962, Leith and Upatnieks had used communications theory to create off-axis holograms, and during the early 1970s, angle-multiplexing was used for holographic data storage. However, in the intervening time period no holographic data storage system has been brought to market.

Although many factors are responsible for this, arguably the largest is the lack of suitable materials. The computer and electronics revolution in tandem with the huge growth of optical fiber based communications has led to quick progress in the technology to control and detect light, two of the three necessary components of a holographic data storage system. The final key to a viable holographic data storage system or optical information processing system is a means to store data, both in a permanent and a temporary/re-writable fashion.

Many types of materials have been proposed and developed as candidates to solve this problem, and although advances in the last two decades have brought the possibility of success even closer, the problem is not yet solved. In this chapter, I will first discuss the qualities that are needed in a holographic material. The more serious reader should refer to reference 39 for more detail. I will then review briefly the types of materials that have been tried to date, and finally I will detail our experiments over the past five years with a specific class of material, the photochromic polymer, including a technique we helped develop to determine quickly the $M_\#$, an important figure of merit for holographic materials.
2.2 Material Parameters

The parameters of holographic materials are defined here. Certain applications place more or less emphasis on a particular material characteristic depending on their needs. One of the most important parameters of a holographic system, whether it is for data storage, information processing, or even for a specialized holographic optical element, is the diffraction efficiency. The diffraction efficiency is a measure of the amount of incoming light that is diffracted into the output beam. It is defined as:

\[ \eta = \frac{I_d}{I_d + I_t} \]  

(2.1)

where \( I_d \) is the intensity of the diffracted light, and \( I_t \) is the intensity of the transmitted light. Although the diffraction efficiency is not strictly a parameter of the material, there are several properties of an optical material that affect the maximum possible diffraction efficiency.

The scattering ratio for an optical medium defines the amount of light that is scattered incoherently by the medium. If the diffraction efficiency of a hologram is low enough that the diffracted intensity is smaller than the amount of scattered light, then that hologram is effectively useless because no detector can resolve the diffracted light from the scattered light. In effect, the scattered light adds to the noise floor of the detector. In addition to having a low scattering ratio, a good optical medium should be able to be polished or molded so that it has very flat surfaces for interfacing with optical beams. When an optical wavefront is incident on the surface of a material, any pits or bumps in the surface will create a phase difference in the wavefront at that point. This wavefront distortion leads to increased errors in storage and readout. The scattering ratio and surface quality (sometimes referred to as the scratch/dig number) can be described for any optical material, and as such are not specific to holographic materials. Systems that use a
photosensitive material bonded to a glass substrate, for instance, would need to take into account the optical properties of the glass used.

The sensitivity of a holographic material is similar in nature to the concept of sensitivity for photographic applications. A more sensitive holographic material will have stronger gratings, or holograms, than a less sensitive material given the same amount of recording light. The sensitivity is typically defined for holographic data storage applications as the amount of diffraction efficiency achievable for a certain exposure fluence:

\[ S = \frac{\sqrt{\eta}}{It} \]  

(2.2)

\( I \) is the intensity of the recording light, and \( t \) is the exposure time. For data storage applications, the individual holograms are usually weak because there are so many multiplexed in one location. For weak holograms, the diffraction efficiency \( \eta \) is proportional to a constant times the index modulation, or modulation depth. In other words, the square root of the diffraction efficiency is directly proportional to the amount of index variation of the hologram. Thus, equation (2.2) is simply the amount of index variation achieved for a certain recording energy (fluence).

The sensitivity of a material is intrinsically linked to the absorption. This makes intuitive physical sense: when the material is very sensitive, it will quickly absorb light, while an insensitive material will not be able to utilize as much light, and so allow more to pass through. As a material is made thicker, the effects of absorption force a reduction in sensitivity. The tradeoff between the two must be analyzed for each individual application.

When writing more than one hologram in the same volume of space (spatial location), known as multiplexing or co-locational storage, the key figure of merit is the \( M_\# \). The \( M_\# \)
(pronounced m-number) is a measure of the total dynamic range of the material. The $M_\#$ is defined as the sum of the square roots of the diffraction efficiencies of all the holograms that can be written in a single spatial location. In other words, if enough holograms were written in one spatial such that all the sensitivity (dye or photosensitizer) in the material was used up and no further holograms could be recorded, then the sum of the square roots of the diffraction efficiencies of those holograms would add up to be the $M_\#$:

$$M_\# = \sum_{i=1}^{M} \sqrt{\eta_i}$$

(2.3)

The $M_\#$ can be used to determine the diffraction efficiency of a single grating:

$$\eta = \left( \frac{M_\#}{M} \right)^2$$

(2.4)

In these equations $M$ is the total number of holograms that are multiplexed, and $\eta$ is the diffraction efficiency of a single hologram. As we see from equation (2.4), the higher the $M_\#$, the greater the number of holograms one can multiplex in a single location, leading to higher storage densities. Alternatively, with a higher $M_\#$ and the same number of holograms $M$, greater diffraction efficiency for each grating is possible. Another way of viewing the $M_\#$ is that it represents the maximum possible index modulation available. That is, the gratings in a holographic material are formed by a change in the refractive index of a material. The amount of change is called the index modulation, and the maximum value is directly proportional to the $M_\#$. The idea of the $M_\#$ is particularly important for holographic data storage for these two reasons, and this idea is expanded upon in Section 2.7.

There are several engineering concerns for the material. It should be easily formed into useful shapes; for instance, a CD-ROM sized disc, or a square “coupon”. The material should be
able to be formed into any desired thicknesses, sometimes up to half a centimeter or more. Also, some materials exhibit a change of dimension during recording or material post-processing, commonly referred to as shrinkage. This can lead to data reconstruction loss, and so a low shrinkage is desirable. This material shrinkage causes the grating periods of the holograms stored in the material to change as well. Shrinkage should ideally be kept under 1% to ensure no effect on the read out of the gratings. A material should be able to store the data for as long as required, so overall material stability is also a requirement. Finally, some applications require a material that is erasable and re-writable. In this case, the material should have good data fidelity while storing data and quick erasure so that re-writing is as quick as possible.

As mentioned previously, there is no single material that meets all of the above requirements. To date, much work has been done with two classes of materials: photorefractives and photopolymers.

### 2.3 Photorefractive Materials

When two coherent laser beams interfere inside a photorefractive crystal, light frees up trapped electrons from the illuminated regions, which then migrate through the crystal lattice and are again trapped in the adjacent dark regions. This migration creates a space-charge pattern similar to the interference pattern. The spatially-varying electric field thus modulates the refractive index of the crystal through the electro-optic effect. The spatial variation of refractive index results in the formation of a volume phase hologram. Typically, this material has resolution of about 1500 lines/mm. The hologram can be erased by uniformly illuminating the crystal, permitting the crystal to be recycled almost indefinitely. In this material, the optical
readout of the stored information is destructive. Nondestructive readout is possible by a complex thermal fixing of the hologram after recording.

This material has several key disadvantages. First, the sensitivity is quite low - of the order of 103 mJ/cm$^2$. Second, the maximum diffraction efficiency of the photorefractive crystals is about 25-30%. Third, the diffraction efficiency is very small at wavelengths longer than the visible range. Photorefractive crystals are also reasonably expensive, and it is difficult to grow good, optical quality, defect-free crystals. The addition of dopant materials to the crystal structure can enhance the properties of these photorefractive crystals, but at present their volatility and the deficiencies listed above leave them short of ideal for holographic data storage.

2.4 Photopolymer Materials

A number of organic materials are known to exhibit photopolymerization or photoreaction in the presence of a photosensitizer when excited with an appropriate light source. These photochemical reactions can induce refractive index modulations resulting in phase holograms with high diffraction efficiency and angular selectivity. DuPont (HRF-600X001, OmniDex, HRF-150-38)$^{43-47}$ and Polaroid (DMP 128)$^{48}$ photopolymers have been designed primarily for display holography and are currently the most commonly used photopolymers for thin holographic recording.

The Dupont photopolymer films consist of monomers, polymeric binders, photoinitiators, and sensitizing dyes. Upon exposure, the sensitizing dye absorbs light and interacts with initiators resulting in photo-induced polymerization and cross-linking of the monomer. Further UV curing and baking processes lead to the polymerization of the residual monomer and an enhancement of the refractive index modulation. All these processing steps can introduce
thickness variations (shrinkage) in the holographic film. An immediate consequence of this thickness variation is the deviation of the input reconstruction angle from the original recording angle. A deviation up to 2.5° has been experimentally reported for DuPont photopolymer film HFR-150-38. This angular deviation creates very severe technical problems while recording angular multiplexed thick holograms. Diffraction efficiencies as high as 95% have been attained for the DuPont OmniDex photopolymer. Sensitivity and maximum spatial resolution for this photopolymer are 30 mJ/cm² at 514nm and 5000 line/mm, respectively.

The Polaroid photopolymer system, DMP 128, utilizes dye sensitized photopolymerization of a vinyl monomer incorporated in a polymer matrix coated on a glass substrate. Post-processing involves a uniform exposure to white light followed by a developer/fixer bath. Diffraction efficiencies up to 95% are obtained with exposures of 4-10 mJ/cm². Holographic images recorded in this photopolymer have a moderate spatial resolution of about 5000 lines/mm. The high diffraction efficiencies achieved are attributed to the high index modulation due to the formation of alternate solid and porous regions in the processed films. The pores created during the processing have to be filled with an index matching material, normally a viscous fluid, to achieve stable holograms. The physical and optical properties of the holograms are significantly changed by filling. The filling causes a reduction in the refractive index modulation and an increase in the average refractive index of the hologram. The reduction in index modulation effectively reduces the diffraction efficiency and the increase in the refractive index of the hologram alters the incident angle and the optimum wavelength of the readout.

Polaroid recently spun off their holographic materials division as Aprilis, which has developed a cationic-ring opening photopolymer (CROP) material in disc and coupon form up to
400 microns thick.\textsuperscript{49, 50} It has an $M_\#$ of about 6.5 at this thickness with very high sensitivity and low shrinkage.

Recently, the Lucent Technologies spin-off InPhase introduced their own photopolymer, whose recording mechanism (diffusion and polymerization of monomer molecules) and performance closely matches that of DuPont or Polaroid. The $M_\#$ of Lucent’s photopolymer has been reported as high as 42.\textsuperscript{51} InPhase is reportedly close to bringing to market a holographic data storage system based upon this material, with a thickness of 1.5 mm.

### 2.5 Northwestern Dye-doped Photopolymer Material

Our material is a quinone-doped polymethyl methacrylate (PMMA) which is essentially light-sensitive plexiglass. This polymeric material uses the novel principle of polymer with diffusion amplification (PDA). Exposure of this material to light results in the writing of two out-of-phase periodic holographic structures that partially compensate each other. One of these is formed by a concentration distribution of dye molecules attached to the PMMA, while the other is formed by the migration of free radicals. As a result of diffusion of the free radicals, one grating degrades over time, and the efficiency of the other grating is amplified without additional processing. The surviving grating is stored in the molecules attached to the PMMA matrix, and these molecules do not diffuse. Because the photosensitive dye molecules simply attach to the host polymer matrix to cause the refractive index change, the overall dimension of the material changes very little upon exposure and development, leading to very low shrinkage. The material is formulated as a liquid monomer and so a mold can be used to create samples in almost any size or shape. Also, being a type of plexiglass, it is very strong and durable as well as being relatively cheap.
We have been developing our material for two general applications. The first is for holographic data storage and information processing applications. For this purpose, the goal is a large area substrate with a thickness of 2 mm. The material should have a high $M_\#$ and good sensitivity. The second application is highly-selective holographic filters and holographic beam combiners. This application is reviewed in more detail in Chapter 3, but in brief, a very thick holographic grating can act as a wavelength filter with a very narrow bandwidth and also as a beam combiner. In these cases, only a few gratings will be multiplexed in one location, and many times only a single grating is necessary. In this case, the more important factor is absorption and achievable thickness.

Both types of material share the same formulation, and then are processed in different ways. The host polymer is made from 10% by weight solid PMMA added to the liquid monomer. This mixture is stirred at an elevated temperature until the liquid is supersaturated and clear. At this point, the photosensitive dye, phenanthraquinone (PQ), is added to the mixture. The amount of dye varies with the type of material used. For the 2 mm thick wide-area plates, more dye is desirable to achieve higher $M_\#$ and sensitivity. For the thick grating application material, the long interaction length inside the material dictates less dye so that absorption does not dominate the recording process. After the dye is added, the mixture is stirred until it is fully integrated. The final step is the addition of an initiator, azobisisobutyronitrile (AIBN), to aid the polymerization process. Once the mixture is homogenous, the solution is poured into the mold used for the specific application that is being targeted. The mixture is then baked until solid, at which point the substrate is ready for use. The solution and substrate are kept in light isolation from the point at which the dye is first added to the mixture until the material has been fully used, at which point it is no longer sensitive to light.
2.6 Experimental Development

2.6.1 Preliminary Experiment

The initial tests for the NU material were done using a two-piece Teflon mold. Two optical flats with a surface flatness of $\sim \lambda/5$ were held in place inside the mold and screws were used to press the two halves of the mold together. However, the design of the mold was such that it was very difficult to separate the two halves without damaging either the material or the optical flats. Nevertheless, the first tests were done, and a preliminary baking schedule and material composition were determined. These results are shown in Table 2-1:

<table>
<thead>
<tr>
<th>Material</th>
<th>Composition</th>
<th>Temperature ($^\circ$C)</th>
<th>Time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid MMA</td>
<td>50 g</td>
<td>70</td>
<td>6</td>
</tr>
<tr>
<td>PMMA</td>
<td>5 g</td>
<td>120</td>
<td>2</td>
</tr>
<tr>
<td>PQ Dye</td>
<td>0.5-0.7% by wt.</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>AIBN</td>
<td>0.5% by wt.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2-1: Preliminary Holographic Material Recipe

2.6.2 Large Area Holographic Plate

These results were used in the first attempt at a holographic plate. The mold in Figure 2-1 was the first prototype for a 4" by 4" square piece of material. The mold was made to specification by the machine shop, and optical quality glass was ordered from Precision Glass & Optics in Santa Ana, CA. The mold held two glass flats 2 mm apart, and Teflon tape was used along the edges of each flat to ensure that when pressed into the mold they would seal. It was found that leakage still occurred, and electrical or paper tapes were used to seal the edges as
well. In this attempt, clamps were used to try to keep the glass flats pressed together in a seal. This pressure plus the material expansion resulted in one of the glass flats cracking. Electrical tape was used in all future attempts to seal the sides and bottom. A slit along the top of the mold allowed the material to be poured in while in the liquid state, and could be covered or left open depending on whether or not it was desired to allow the material to interact with the environment. This material was baked up to 120°C which led to the patterns around the edges of the material.

Although one of the glass flats cracked, there was enough room to perform experiments with this sample. 45 gratings were written in a single spatial location using angle-multiplexing using the same exposure for each grating. The diffraction efficiency of these gratings was then measured. The sum of the square root of these efficiencies is plotted in Figure 2-2. The figure shows a linear growth in $M_\theta$ versus hologram number (exposure).
A typical material will exhibit three stages of recording dynamics. The first is the linear growth stage, during which equal exposures will result in roughly equal strength holograms. The second stage is the exponential stage, where an exponentially-growing fluence is necessary to record holograms of equal strength. At this point, the photosensitive part of the material is mostly used, and it requires more and more energy to activate. Finally, the material saturates when all the photosensitizer is used up. At this point no amount of additional light will create a hologram. These three zones are shown in Figure 2-3.
Comparing this figure to the data collected in Figure 2-2, we can surmise that the recording took place entirely in the linear regime, and thus the material was not exhausted when recording stopped. Because of this, an estimation of the $M_n$ for this sample is not possible.

A second sample was made using the same process except with no clamps so that the glass would not crack. This attempt was successful and the resulting sample is shown in Figure 2-4. The sample is 3”x4” and has good optical clarity throughout. The temperature schedule that was used is shown in Table 2-2. It was necessary to ramp the material up to temperature at a very moderate rate to avoid bubble formation in the sample as well as to prevent cracking in the optical flats.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Time (hr)</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1</td>
<td>Ramp</td>
</tr>
</tbody>
</table>

Figure 2-4: Second 4"x4" sample
The first test using this sample was to record a high-resolution image as a hologram inside the material. The laboratory setup for this experiment is shown in Figure 2-5. A beam from the 5.5 W Verdi laser was expanded and collimated using a pair of lenses. This expanded beam was then split by a polarizing beamsplitter cube. Part of the beam passed through the cube and was directed to a stage where the holographic substrate was held in place. The final pair of mirrors directing this reference beam was a pair of rotating galvanometric (galvo) mirrors, so that by rotating the two in tandem, the angle of incidence of the beam could be changed without changing the point of incidence at the material. In this case, a single image was written so no angle-multiplexing was performed (the galvos remained in position the entire time). Meanwhile the other part of the beam was reflected off of the spatial light modulator (SLM) and through a 4f imaging system to the material.
The 4f system is used to image the plane of the SLM face to the holographic material. This ensures that diffraction effects will not play a factor in degrading the image quality (see Appendix 10.3). The SLM used was a 512 by 512 pixel device from Boulder Nonlinear Systems (BNS) in Colorado. Using a Pulnix CCD camera, the image at the plane of the hologram was captured and compared to the image captured upon readout from the hologram itself.
Figure 2-6 displays these two images along with the original bitmap. The SLM image is on the top right, and the image from the hologram is on the bottom. They are virtually identical, illustrating that we can store very high quality images in our 4"x4" plates. The distortion present in both images is a result of the quality of the polarization optics that were used in conjunction with the SLM, as well as a general distortion that was present in the SLM at the time of the experiment and that has since been fixed. The Boulder Nonlinear Systems SLM operates as a voltage-controlled waveplate in reflection mode. A specially constructed baseboard allows the application of a different voltage at each pixel in the device, which in turn controls the phase retardation of the liquid crystals at each pixel. An incoming linearly-polarized beam must first be rotated into the frame of the optic axis of the SLM by a half-wave plate. This ensures that the SLM can apply both the maximum and minimum retardation and serves as a contrast control.
Once rotated into the proper frame, the light reflects from the SLM face and is phase-retarded at each pixel according to the applied voltage. The retardation difference between the maximum and the minimum phase shift is equivalent to a half-wave shift. When the reflected beam passes back through the polarizing beamsplitter (PBS), an image-bearing beam is the result, as the negative of the image that was on the SLM face is rejected by the PBS. Any nonlinearities in the half-wave plate, PBS, or SLM cause distortion in the images. In this case, the half-wave plate was non-uniform, with a pattern similar to Newton fringes on it. This causes the distortion seen above, as parts of the image are fully rotated into the frame of the SLM, while other parts are not and thus are low or opposite contrast.

To test the capabilities of the material for holographic data storage, 80 images were multiplexed in a single location using angular multiplexing. The experimental setup was identical to that described in Figure 2-5. Several of the images from the 80 that were stored are shown in Figure 2-7.

Figure 2-7: A selection from the 80 multiplexed images
The images show the same ring-like distortion from the optics but otherwise are of a good quality. The images on the left are from among the first recorded, and the images on the right are from the last. There is no loss in quality or efficiency between them, indicating that many more than 80 could have been multiplexed.

2.6.3 Thick Material

At the same time as the first holographic plate was being developed, the first successful attempts at making an extremely thick material occurred. The previous attempts had been plagued by the formation of bubbles from residual gases of the polymerization reaction. These bubbles would form and would then, because the material quickly becomes viscous when heated, be trapped as the material hardened, resulting in unusable substrates.

Figure 2-8: First thick material successes

Figure 2-8 shows the molds for the thick material that were made by the glassblowers at the Northwestern University machine shop. Although optical quality glass was used, the shop did not have the technology to assemble the four sides properly parallel to each other, and the molds were prone to distortion from the heat used to join them together. The material process involves the shrinking of the polymer from evaporation and the natural shrinking that occurs as the polymerization takes place. This is the reason the molds appear to not be fully filled. As the
process continues, the polymer hardens and tends to expand enough to crack the molds. For the samples shown in Figure 2-8, the process had been refined enough to get properly transparent material with dye (no bubbles). The differing colors of the samples are the result of tests of different amounts of dye.

By obtaining a strengthened cell from the machine shop, we were able to create a sample with dimensions of 1.5 cm square with a depth of 1.3 cm. This sample is shown in Figure 2-9 and has good optical clarity in the center.

![Figure 2-9: 1.5x1.5x1.3 cm sample](image)

Further development of this technique resulted in a 3.8 cm by 1.7 cm cell with sufficient depth for recording. A grating was recording in this sample using 532 nm light, written for readout using a wavelength-tunable Coherent dye laser. Figure 2-10 illustrates the result of the frequency scan using the dye laser.
The hologram was mounted on a stable platform, and the dye laser was set to 590 nm and Bragg angle-matched to the grating. The dye laser was set to scan at its maximum width, which was 29.999 GHz. The inset picture in Figure 2-10 shows the material response to one full scan. Fitting this data to an exponential distribution, we can estimate the full-width half-maximum (FWHM) bandwidth to be 40 GHz. The diffraction efficiency was measured to be 14.6%. Further work in developing narrow holographic filters can be found in Chapter 3.

The idea of a PMMA-based dye-doped photopolymer material for holographic materials was originally proposed and studied by Veniaminov at the Vavilov Optical Institute. Further development has continued at Northwestern University under Shahriar as well as at the California Institute of Technology and at the National Chiao Tung University (NCTU). The work done at Caltech and NCTU suggests that this material behaves differently depending on the baking schedule used to set the polymer. One possible process uses a maximum temperature of 45°C, while the other reaches 80°C. The difference in temperature results in a different amount of PMMA and MMA groups left in the material. When the recording light
interferes inside the material, the photo-activated PQ dye groups have a preference for attaching to MMA groups rather than PMMA groups. This tendency, along with the difference in the amount of PMMA and MMA between the two methods, results in different post-processing dynamics.

In the material that was baked to 80°C, there is a very small amount of MMA, and so most of the PQ dye attaches to the PMMA matrix. The result is the dynamics described previously; namely, there are two gratings formed, one by the attached dye and the other grating formed by the absence of dye that has been activated, which is exactly out of phase with the first grating. This leads to a very weak initial diffraction efficiency as the two gratings negate each other. Once baked for a period of time, the un-activated dye can diffuse evenly, destroying the out-of-phase grating and amplifying the desired grating.

In material that has only baked to 45°C, there is an abundance of MMA groups. Upon interaction with light, the dye molecules tend to attach to these MMA groups, creating a very strong grating. However, during baking the MMA-PQ groups can also diffuse, so that baking actually degrades these types of gratings, instead of amplifying them. Depending on the desired application, either method may be chosen. The former type are more stable; however, the latter are much easier to mold into thicker gratings.

The thick grating that was written for use with the dye laser was initially baked to 45°C before recording. After recording and testing, it was baked for 4.5 hours at 45°C. The diffraction efficiency dropped from a maximum of 28% to 2.72%. This drop in efficiency is expected given the previous analysis.

The final improvement to the development of thick gratings was the use of a new optical cell as the mold. Type 3 fluorometer cells from Starna Cells were used. They have optical
quality sides all around, and dimensions of 12.5 mm x 42.5 mm x 45 mm. A sample created in one of these cells is shown in Figure 2-11.

![Sample created in fluorometer cell](image)

**Figure 2-11: Sample created in fluorometer cell**

These cells were used to create a set of holographic filters, and the details can be found in Chapter 3. Although the fluorometer cells have optical quality glass on all sides, as well as stable rectangular dimensions, there can be scattering from the joints and corners of the cell. In an attempt to gauge the impact of this scattering, a container cell was built and filled with index-matching fluid. In this manner, the optical beams would only interact with one air-glass interface. The glass-material interface is still present, but the index of refraction difference between these two materials is quite small, and so the effects of scattering can be tolerated. The experimental index matching setup is shown in Figure 2-12.

The development of a thick photopolymer material has reached the stage where consistently useable samples can be constructed. Future development should move towards a fabrication method that would allow the samples to be removed from their molds easily. In addition, modification of the dye profile (apodization) will allow the creation of better holographic filters.
2.7 A Simple Technique for Determining the $M_#$

The dynamic range of a holographic medium is an important parameter in determining the storage density and diffraction efficiency for holographic memory systems and holographic beam combiners (1-4). In these applications, many holographic gratings are multiplexed in the medium at the same spatial location. The $M_#$ is a parameter that defines the dynamic range of the holographic medium; it is essentially $\pi/2$ times the ratio of the maximum achievable index modulation and the index modulation corresponding to a unity diffraction efficiency grating. The existing techniques$^{14}$ to measure the $M_#$ require one to write many holograms on the material. In this section, I discuss a potentially simpler technique to determine the $M_#$ for a holographic recording material and present simulated and experimental results for a photopolymer-based holographic recording medium.
Typically, illumination of a holographic substrate with a spatially periodic, sinusoidal intensity pattern produces a periodic index modulation \( n(x) = n_o + n' \cos(Kx) \)

where \( n_o \) is the spatially averaged index of refraction of the medium, \( n' \) is the index modulation depth, and \( K \) represents the wave number of the grating. When a laser beam of wavelength \( \lambda \) illuminates this grating at the Bragg angle, the diffraction efficiency \( \eta \) is given by:

\[
\eta = \frac{I_d}{I_o} = \sin^2\left(\frac{\pi n' \alpha d}{\lambda}\right) \tag{2.5}
\]

where \( I_o \) is the input intensity, \( I_d \) is the diffracted intensity, \( d \) is the thickness of the substrate, and \( \alpha \) is the obliquity factor determined by the orientation of the grating. A characteristic scale for the index modulation is \( n_c \equiv \lambda/(2 \alpha d) \), so that \( \eta \) becomes:

\[
\eta = \sin^2\left(\frac{\pi n'}{2 n_c}\right), \quad \eta = 1 \quad \text{for} \quad n' = n_c \tag{2.6}
\]

In many situations the modulation depth (4) can be modeled as

\[
n' = n_m \left[1 - \exp\left(-\frac{t}{\tau}\right)\right] \tag{2.7}
\]

where \( t \) is the exposure time, \( \tau \) is a time constant that depends on the material sensitivity and the intensity of the writing laser beams, and \( n_m \) is the maximum index modulation. A convenient way to quantify the value of \( n_m \) is through the use of the \( M_\# \), which can be defined as

\[
M_\# = (\pi n_m)/(2n_c). \tag{2.8}
\]

For notational convenience, we define a scaled version of this expression:

\[
Q \equiv \frac{n_m}{n_c}, \quad \text{so that} \quad M_\# = \left(\frac{\pi}{2}\right)Q
\]

When \( Q \) is an integer, it represents essentially the maximum number of orthogonal, unit diffraction efficiency gratings that can ideally be written in a given spatial location.
Consider a situation where \( N \) equalized diffraction efficiency gratings are multiplexed on a single substrate using the Bragg (angle or wavelength) orthogonality condition. For \( N \gg Q \), the diffraction efficiency for each grating can be approximated by 

\[
\eta \approx \left( \frac{\pi^2}{4} \right) \left( \frac{Q}{N} \right)^2.
\]

More generally, if the diffraction efficiencies of the gratings are not identical, it is possible to define and measure the \( M_\# \) of the material from the relation:

\[
Q \approx N \sum_{i=1}^{N} \sqrt{\eta_i}, \; \eta_i << 1 \quad (2.9)
\]

Although one can measure the \( M_\# \) using one exposure for certain cases, in general to measure the \( M_\# \) using this approach may require one to write many holograms. As an alternative method, one can also use the fact that the diffraction efficiency of a single grating in the small index modulation limit is a quadratic function (to a first order) of the exposure time, described by:

\[
\eta(t) = Q^2 \left( \frac{t^2}{\tau^2} \right) \left( \frac{\pi^2}{4} \right)
\]

which follows directly from equations (2.6), (2.7), and (2.8). The \( M_\# \) can thus be determined from the curve that defines the diffraction efficiency of a single hologram as a function of exposure time. This method also requires recording many successive holograms with different exposures on the holographic substrate.

In this paper, we offer a potentially simpler approach to determine the \( M_\# \) from a single recording on the holographic medium. To illustrate this method, we first combine equations (2.6) and (2.7) in order to express the diffraction efficiency as a function of time:

\[
\eta(t) = \sin^2 \left( \frac{\pi}{2} Q \left[ 1 - \exp \left( -\frac{t}{\tau} \right) \right] \right)
\]

Now, according to the generalized optical pumping model,\(^{31}\) the saturation rate (\( \tau^{-1} \)) depends
linearly on the intensity of the radiation for writing the grating: 
\[ \tau^{-1} = \beta \tilde{I} \]
where \( \beta \) is the sensitivity of the medium, and \( \tilde{I} \) is the amplitude of the intensity modulation defined as:

\[ I \equiv \tilde{I}(1 + \cos(K_o x)) \]  \hspace{1cm} (2.12)

with \( K_o \) being the grating vector. For typical values of \( \tilde{I} \) used, the value of \( \beta \) can be assumed to be a constant. If the value of \( \tilde{I} \) depends on position \( \tilde{r} \) as well, then we can write:

\[ \eta(t, \tilde{r}) = \sin^2 \left( \frac{\pi}{2} Q [1 - \exp\left(-\beta \tilde{I}(\tilde{r}) t\right)] \right) \] \hspace{1cm} (2.13)

As a specific example, let us consider a situation when two equal intensity, coherent Gaussian beams write a grating in the holographic medium. The intensity distribution will be:

\[ I(\tilde{r}) = 2I_o \exp\left( -\frac{2r^2}{\omega_o^2} \right) \left[ 1 + \cos(K_o \cdot \tilde{r}) \right]; \quad K_o = \bar{K}_1 - \bar{K}_2 \] \hspace{1cm} (2.14)

where \( \bar{K}_1 \) and \( \bar{K}_2 \) are the propagation wave vectors, \( I_o \) is the intensity at the center of each beam, and \( \omega_o \) is the Gaussian beam radius of each writing beam. Comparing equation (2.14) with equation (2.12), we find:

\[ \tilde{I} = 2I_o \exp\left( -\frac{2r^2}{\omega_o^2} \right) \].

When this expression is used in equation (2.13), the resulting diffraction efficiency is given by:

\[ \eta(t, \tilde{r}) = \sin^2 \left( \frac{\pi}{2} Q \left[ 1 - \exp\left(-f(r) \frac{t}{\tau}\right) \right] \right); \quad 0 \leq f(r) \leq 1 \] \hspace{1cm} (2.15)

where \( f(r) = \exp\left( -\frac{2r^2}{\omega_o^2} \right), \) and \( \tau = \frac{1}{2\beta I_o} \). Across the spatial profile of the writing beams, the value of \( f(r) \) varies from 1 in the center for \( r = 0 \) to a value of 0 for \( r >> \omega_o \).

Now, if \( \frac{1}{\tau} \approx 5 \), for example, then at \( r=0, \exp\left(-f(r) \frac{1}{\tau}\right) \) approaches zero. However, for \( r >> \omega_o, f(r) << 1/5 \), and \( 1 - \exp\left(-f(r) \frac{1}{\tau}\right) \) approaches unity. This argument holds for larger value
of \( \frac{1}{\tau} \) as well. Thus for \( \frac{1}{\tau} \geq 5 \), the quantity \( 1 - \exp \left( -f \left( r \right) \frac{1}{\tau} \right) \) varies monotonically from one to zero. Therefore, the total number of circular fringes is on the order of \( Q/2 \) for \( \frac{1}{\tau} \geq 5 \).

Accordingly, we note that for the proper exposure time one can be sure to observe the full number of fringes. To be more precise, let us express \( Q \) as follows:

\[
Q = 2m + n + \alpha; \quad \alpha < 1, \quad n = 0, \text{ or } 1
\]  

(2.16)

In this notation, \( \alpha \) is the fractional part of \( Q \), while \( n \) determines if \( Q \) is odd or even. Consider first the case where \( n = 0 \), and \( \alpha = 0 \). In this case, for \( \frac{1}{\tau} \geq 5 \), the number of full circular fringes equals \( m \) with a null at the center. Consider next the situation where \( n = 1 \), and \( \alpha = 0 \). In this case, the number of full circular fringes will still be \( m \), but there will be a peak at the center. Finally, for \( \alpha \neq 0 \), the efficiency at the center will have a dip if \( n = 1 \), and a peak if \( n = 0 \). The actual value of the efficiency at the center reveals the value of \( \alpha \).

We studied the phenomenon using simulations. Figure 2-13 shows the result for exposure time dependence of the diffraction efficiency for an even \( Q \) value material with a plane wave read-out. This result shows the expected dark center for an even \( Q \) material.
Figure 2-13: Simulation result showing the evolution of diffracted pattern as a function of holographic exposure for an even $Q$ ($m=5$, $n=0$, $\alpha=0$ in equation (2.16)) value material with a plane wave read-out beam. Normalized diffraction efficiency is plotted versus radial distance.

Figure 2-14 shows the simulation result for diffraction for a material with an odd $Q$ value plus a fractional part. As expected there is an intensity peak at the center of the diffraction pattern and a dip due to the fractional part. The value at the center yields the value of the fractional $\alpha$ as 0.2, resulting in a $Q$ value of 11.2 which corresponds to an $M_\#$ value of 17.584.

To show the principle of operation experimentally, we used a dye-doped polymeric Mplex® material. This material had a $Q$ value of 6 as claimed by the manufacturer. Figure 2-15 shows the combined setup for hologram writing, and readout. Writing was done with a frequency doubled Nd:YAG laser ($\lambda=532$ nm), and readout was performed with a He-Ne laser operating at 632.8 nm. This material required baking after holographic exposure. During the experiment, the exposure times were gradually increased. After the exposure, the material was baked until the number of observable interference fringes reached the maximum.
Table 2-3 shows the results for a series of exposures for the holographic substrate. It shows that as we reach the optimum limit for holographic exposure, the number of interference fringes visible in the diffracted beam reach a maximum (3 in this case). Thus, the $Q$ for our material is $\sim 6$. This value of $Q$ yields the $M_\#$ of the material as 9.42.
Table 2-3: Experimentally observed diffraction pattern for 4 different exposures. As one reaches the optimum limit for holographic exposure, the number of interference fringes visible in the diffracted beam each a maximum.

To summarize, we have demonstrated a simple approach to determine the $M_a$ parameter for any holographic recording material. This easy-to-use technique will be very attractive for holographic data storage, where *a-priori* knowledge about the storage material is valuable in determining the storage density and recording schedule for the holograms.
2.8 Conclusion and Next Steps

The development of holographic materials at Northwestern University has led to processes that can create material for two separate types of applications. Holographic plates for data storage applications have been successfully and repeatedly created, and thick samples for holographic filters have also progressed to the point where application details can be considered. In the future, work will need to be done to find a method of creating samples so that they may be easily removed from their molds as well as to find a way to ensure a higher degree of consistency between samples.
3 Holographic Spectral Filters

3.1 Introduction

One of the unique properties of a volume (also called a thick or Bragg) grating is that the diffraction efficiency has a spectral and angular bandwidth that is strongly dependent on the effective width of the grating.\textsuperscript{6} In other words, the amount of diffracted light drops quickly as the angle or wavelength deviates from the Bragg angle and wavelength. The measured bandwidth at FWHM is approximately proportional to the grating period over the effective width of the grating. In addition to allowing the storage of multiple gratings or holograms in the same location (holographic multiplexing), this angular and spectral selectivity can be used to create novel holographic elements for other purposes, including spectral filters for optical communications.\textsuperscript{44, 63-71}

Modern optical communications networks are fiber-based and have replaced copper lines for almost every long-haul and high-bandwidth transport scenario. These systems use wavelength-division multiplexing (WDM) techniques to increase the number of channels that can be used on any given fiber link. These WDM techniques can be classified as “coarse” or “dense” depending on the channel spacing. Current techniques for DWDM can provide a channel spacing of as little as 25 GHz. Using very narrow holographic spectral filters, one can reduce that channel spacing by five to 5 GHz. The ability to carry five times more channels on a fiber provides an important part of the solution to the so-called “last mile problem”. As the bandwidth needs of individual homes increase with the availability of technologies like voice-over-IP (VoIP), digital video delivery systems, and increasingly data-heavy Internet services (such as YouTube and iTunes), the future need for a high-bandwidth link to individual homes
cannot be underestimated. Although the problem of providing this high-speed link to users (the “last-mile problem”) is a public-policy problem as much as it is a technological problem, the political process will advance much quicker once a viable technology is developed. This type of technology can also be used in a military or scientific setting to provide a high-speed link to multiple sites that may have differing needs and capabilities.\textsuperscript{72}

With this in mind, our laboratory has been developing a very narrow holographic spectral filter for optical communications. Here I will first present a physical and theoretical view of the nature of the spectral selectivity in volume holograms, and then present my experimental results.

\section{3.2 Theoretical Background}

The spectral and angular selectivity of a volume, or Bragg, hologram can be derived in more than one way.\textsuperscript{6, 35, 73} Here, I will first show a simple method for deriving the Bragg selectivity that provides a good physical understanding of the process, and also draws analogies to another type of optical device, the Fabry-Perot cavity. Then I will show the basic results from the coupled-wave theory by Kogelnik and others, focusing on the most useful results.

\subsection{3.2.1 Simple Bragg Method}

We consider here the case where a volume holographic grating is formed by the interference of two plane wave beams inside a light-sensitive medium, creating regions of varying index of refraction. The resulting grating is shown in Figure 3-1.
For this case, an unslanted grating, created by beams with symmetric writing angles, is used. The grating period is $\Lambda$ and the angle of the writing beams is $\theta$. The complex amplitudes of the electric field of the two plane waves that created the grating can be written as:

$$U_1 = e^{jk_1 \cdot r}$$
$$U_2 = e^{jk_2 \cdot r} \tag{3.1}$$

where $k_1 = -\hat{x}\sin\theta + \hat{z}\cos\theta$ and $k_2 = \hat{x}\sin\theta + \hat{z}\cos\theta$. When the two waves interfere inside the medium, the material response is proportional to the intensity of the interference pattern:

$$|U_1 + U_2|^2 = |U_1|^2 + |U_2|^2 + U_1^*U_2 + U_1U_2^* \tag{3.2}$$

The first two terms in equation (3.2) are non-varying DC terms, while the last two terms are the so-called interference terms, and can be written as a cosine with spacing $\Lambda$, where $\Lambda = \lambda_B/2\sin\theta_B$. Here, we notate the Bragg wavelength and Bragg angle as $\lambda_B$ and $\theta_B$.

For a physical understanding of the diffraction from a volume grating, it is useful to visualize the process as shown in Figure 3-2. Here we continue to consider the symmetric
The grating is conceptualized as infinitely thin slices of a different index of refraction, spaced $\Lambda$ apart.

An incoming beam partially reflects from each of the grating planes it encounters as it traverses the medium. For the case where the incoming beam is at the same angle as the writing beams, all of the reflections add up in phase to produce a diffracted beam at a specific angle. This is called Bragg-matched diffraction, and is shown in Figure 3-3a. Each reflection is assumed to have the same magnitude $r$ and an integer multiple of $2\pi$ phase difference. The summation of all the reflections leads to the full diffracted beam, shown by the long arrow. This is analogous to a Fabry-Perot resonator. In the Fabry-Perot case, a single beam also generates multiple reflections that can interfere constructively or de-constructively, depending on the path length difference (phase difference).

When the incoming beam is no longer Bragg-matched to the grating (Figure 3-3b.), the phase difference $\Delta \phi$ is no longer a multiple of $2\pi$. When all the reflections are summed, the resultant vector is now shorter than it would be for the Bragg-matched case. In other words, the phase-mismatch has led to lower diffraction efficiency. Bragg mismatch can occur when the angle and the wavelength (either separately or simultaneously) deviate from the angle and
wavelength at which the grating was written. This is analogous to changing the spacing between the mirrors of the Fabry-Perot resonator.

Figure 3-3: a) Bragg-matched and b) Bragg-mismatched vector summations

It is important to note that it is possible for the wavelength and angle phase deviations to offset each other, so that for a certain non-Bragg angle, there may be a non-Bragg wavelength that allows the diffracting beam to be Bragg-matched, and vice-versa.

Using the idea of multiple reflections, we can also predict the appearance of sidebands that will diminish in amplitude as the Bragg mismatch increases. Consider the cases shown in Figure 3-4. For the purposes of this figure, only eight reflections are used, although for a typical volume grating the number of reflections would be much higher.
Figure 3-4: Summation showing first null

Figure 3-4 shows the resultant diffracted vector for increasing phase-mismatch. As the figure shows, increasing the phase-mismatch will reduce the diffraction efficiency until we reach a point where the resultant vector is null, corresponding to zero diffraction efficiency. For the example shown in Figure 3-4, this happens for a phase mismatch of 45 degrees. In general, there is always an amount of phase mismatch that will result in a null in the diffraction efficiency. For a phase-mismatch larger than this value, there will again be a diffracted vector, thus creating the first sideband, although it will be smaller than the previous maximum. This is shown in Figure 3-5.
Eventually the phase mismatch will again reach a value that will lead the vectors to form a closed loop, creating another null. Thus, this qualitative way of examining the multiple reflections leads us to understand how phase mismatching in Bragg gratings leads to lowered diffraction efficiency and sidebands in the angular or spectral selectivity.

To determine the effects of a phase-mismatch (the spectral and angular selectivity), we first derive the path-length difference using Figure 3-6.

Figure 3-6: Key reflections from the grating planes

In this figure, two grating planes are shown along with several rays ($\alpha, \beta, \gamma$) along a plane wave front. Their respective reflections are ($\alpha_r, \beta_r, \gamma_r, \alpha_{r_2}$). In this diagram, the angle of incidence is denoted $\theta$, and the wavelength of the incident beam is $\lambda$. First, we measure the
path difference between the reflection $\alpha_r$ and $\alpha_{r_2}$. The difference is $(a+a'+a'')+b$. Using the geometry of Figure 3-3, we see that:

$$\Delta L = \frac{\Lambda}{\sin \theta} (1 - \cos (2\theta)) = \frac{\Lambda}{\sin \theta} \left(1 - \left(1 - 2\sin^2 \theta\right)\right)$$

(3.3)

Next we measure the path difference between $\beta_r$ and $\alpha_{r_2}$. Using Figure 3-3 along with the results from equation (3.3):

$$\Delta L = a + a' + b + b'$$

$$a + a' = \Lambda \cos \theta' = \Lambda \sin \theta = b + b'$$

(3.4)

$$\Delta L = 2\Lambda \sin \theta$$

Finally, in the same manner as above, we see that the path difference between $\alpha$ and $\gamma_r$ is $(b+b'+b'')+a$, and that this is again equal to $2\Lambda \sin \theta$.

The phase difference between each layer is then (where $k$ is the wave number of the incident beam):

$$\Delta \phi = k \Delta L$$

$$\Delta \phi = \frac{2\pi}{\lambda} 2\Lambda \sin \theta$$

(3.5)

$$\Delta \phi = \frac{2\sin \theta}{\lambda} \cdot \Lambda \cdot 2\pi$$

From the result of equation (3.5), it is obvious that when $\theta$ and $\lambda$ are equal to $\lambda_B$ and $\theta_B$, $2\sin \theta/\lambda$ will equal $\Lambda$, and the phase difference is simply $2\pi$ (or an integer multiple thereof). This is the Bragg-matched case. The quantities $\lambda$ and $\theta$ are now allowed to differ from the angle and wavelength used to create the grating. Any deviation from the Bragg angle or Bragg wavelength will result in a path-length difference between the multiple reflections. This in turn
leads to smaller amplitude of the diffracted beam, since there is some destructive interference.

For the case where there is a deviation in either the read wavelength or read angle or both, the phase difference may no longer be an exact multiple of $2\pi$. We can sum all the reflections taking care to include the phase difference to determine an expression that will include the effects of de-phasing:

$$U_{\text{diffracted}} = r_0 + r_0 (1-r_0) e^{i\Delta\phi} + r_0 (1-r_0)^2 e^{i2\Delta\phi} + \ldots + r_0 (1-r_0)^{n-1} e^{i(n-1)\Delta\phi}$$

$$U_{\text{diffracted}} = \sum_{n=1}^{N} r_0 (1-r_0)^{n-1} e^{i(n-1)\Delta\phi} \quad (3.6)$$

In equation (3.6), $N$ is the total number of reflections, which is simply $\left\lceil \frac{d \tan \theta}{\Lambda} \right\rceil$. Evaluating the sum in equation (3.6), we find:

$$U_{\text{diffracted}} = \frac{r_0 \left(1-(1-r_0)^N e^{iN\Delta\phi} \right)}{1-(1-r_0)e^{i\Delta\phi}}$$

$$I_{\text{diffracted}} = -\frac{r_0^2 \left[1+(1-r_0)^{2N} - 2(1-r_0)^N \cos(N\Delta\phi) \right]}{1+(1-r_0)^2 - 2(1-r_0)\cos(\Delta\phi)} \quad (3.7)$$

The final expression for the intensity of the diffracted beam versus $\Delta\phi$ can now be plotted and compared with the results from theory.

The result of equation (3.7) was calculated from the comparable equation from coupled-wave theory for non-absorbing transmission gratings:

$$\eta_{\text{diffracted}} = \frac{\sin^2 \left(\sqrt{\nu^2 + \xi^2} \right)}{1 + \frac{\xi^2}{\nu^2}} \quad (3.8)$$

The variables $\nu$ and $\xi$ are as defined in reference 6, where $\nu$ is proportional to the grating strength and $\xi$ is proportional to the de-phasing. Both equations were used to plot normalized
diffracted intensity versus $\Delta \phi = \Delta \theta$ using the same parameters: an incident angle of 30 degrees, an index modulation of $1 \times 10^{-4}$, and an index of refraction of 1.5. The coupled-wave theory result (CWT) and the simple Bragg theory (SBT) are plotted in Figure 3-7.

Figure 3-7: Comparison between the CWT and SBT for an index of modulation of $1e^{-4}$

Figure 3-8: Difference between the CWT and SBT in Figure 3-7
For this index modulation, the agreement between the two theories is very good, with a maximum error of about 1.5%. The absolute value of the difference between the two is shown in Figure 3-8. Figure 3-9 shows the result using a smaller index modulation of $1 \times 10^{-5}$. Figure 3-10 indicates that for smaller values of the index modulation, the agreement is even better. The same results were obtained for the two theories using $\Delta \phi = \Delta \lambda$, as one would expect since equation (3.7) or equation (3.8) depend on the phase difference ($\Delta \phi$ and $\xi$, respectively), which can be caused by a change in angle or wavelength independently.

Figure 3-9: Comparison between the CWT and SBT for an index of modulation of 1e-5
This simple method for Bragg diffraction thus provides a good physical insight into the Bragg diffraction process, and compares well with the more rigorous CWT as well. For our calculations, we will use the coupled-wave theory in order to ensure a more complete match, as well as to provide a theoretical match for certain cases such as reflection and slanted gratings that are not covered by the simple Bragg method.

### 3.2.2 Coupled-Wave Theory Results

The SBT shown previously provides a good physical picture of the nature of the Bragg selectivity. In this section, I summarize the results that are obtained by using the more rigorous approach of the coupled-wave theory. For a full treatment, see references 6, 74 or Appendix 10.1.

The coupled-wave equations are found by assuming the interaction of two waves inside the medium—the incoming wave \( R \) and the diffracted wave \( S \). All other orders are assumed to violate the Bragg condition strongly and are ignored. The slowly-varying envelope approximation is also made, and the resulting equations can be solved for the cases of
transmission and reflection gratings, slanted or unslanted, and with or without loss. Our experiments use lossless gratings so I will focus on that case here. The geometry in Figure 3-11 shows the notation used in the coupled-wave results. By performing the same analysis as found in Section 3.2.1, we find that the grating spacing $\Lambda$ is equal to $\lambda/2\sin \theta$, where $\theta$ is the writing angle for symmetric writing beams.

![Figure 3-11: Geometry for Coupled-Wave results](image)

For a lossless transmission grating, these equations lead to the following expression for the diffraction efficiency:

$$
\eta = \frac{\sin^2 \left( \nu^2 + \xi^2 \right)^{1/2}}{1 + \frac{\xi^2}{\nu^2}}
$$

(3.9)

In equation (3.9), $\nu$ is related to the strength of the grating compared to the geometry of the grating, while the parameter $\xi$ is proportional to the dephasing:
\[ \nu = \pi n' d / \lambda \left( c_R c_s \right)^{\frac{1}{2}} \]
\[ \xi = \vartheta d / 2c_s \]
\[ \vartheta = \Delta \theta K \sin (\phi - \theta) - \Delta \lambda K^2 / 4\pi n \]

In equation (3.10), \( n' \) is the index modulation (grating strength), \( d \) is the grating thickness, and \( c_R \) and \( c_S \) are the obliquity factors that take into account the angle of the input beam and the slant of the grating. The dephasing parameter \( \xi \) can be related to the change in angle or wavelength through the parameter \( \vartheta \).

For an unslanted, lossless transmission grating, the results of equation (3.9) can be simplified to the following rules of thumb:

\[ 2\Delta \theta_1 = \frac{\Lambda}{d} \]
\[ 2\Delta \lambda_1 = \frac{\cot \theta \Lambda}{d} \]

(3.11)

For a lossless reflection grating, the equations are similar:

\[ \eta = \frac{1}{\left\{ 1 + \frac{\left( 1 - \frac{\xi^2}{\nu^2} \right)}{\sinh^2 \left( \nu^2 - \xi^2 \right)^{\frac{1}{2}}} \right\}} \]

(3.12)

where \( \nu \) has been slightly modified:

\[ \nu = j\pi n' d / \lambda \left( c_R c_s \right)^{\frac{1}{2}} \]

(3.13)

For the transmission case it is important to re-derive the grating spacing \( \Lambda \) and note that the angle of the grating, \( \phi \), is 0 for the symmetric case. This leads to a negative value for the \( c_s \) parameter and the relationship for \( \Lambda \) is now:
\[ \Lambda = \frac{\lambda}{2 \cos \theta} \]  

(3.14)

Equation (3.14) is very similar to the grating spacing for a transmission grating in equation (3.3) except that it is the cosine of the angle that is taken. The difference in grating spacing leads to a key difference in the angular and spectral bandwidths of these two types of gratings.

Using these results for the spectral bandwidth of transmission and reflection gratings, one can predict the expected performance of volume holographic grating filters. From the rules of thumb in equation (3.11), we see that one way to create a more selective filter is to increase the thickness \( d \) of the grating. Reducing the grating spacing \( \Lambda \) also helps to reduce the bandwidth. For a fixed reading wavelength, this is equivalent to changing the angle to decrease the grating spacing. These rules hold for reflection gratings as well, and by plotting equation (3.9) and equation (3.12) for various parameters, we can determine several important characteristics. In Figure 3-12, the two equations are plotted for equal parameters. The writing and reading wavelength is 532 nm, inside a material with an index of 1.52 and thickness of 500 microns, at symmetric writing angles of 30° with an index modulation of \( 1 \times 10^{-4} \).

![Figure 3-12: Plot comparing the spectral bandwidth of transmission and reflection gratings](image)
From the plot it is visibly evident that the bandwidth of the reflection grating is much smaller than that of the transmission grating. The reason for this can be seen by comparing the grating spacing to grating thickness ratio in both cases. For the transmission case, the ratio $\frac{\lambda}{d}$ is approximately 0.001, while for the reflection case, the ratio is 0.00037, almost three times smaller. In other words, by using a writing geometry that tends to align the grating planes parallel to the writing surfaces of the medium, a larger effective thickness is obtained. That is to say, in the reflection geometry, an incident beam crosses more grating planes than in the equivalent transmission geometry. As we showed in Section 3.2.1, the spectral (and angular) bandwidth is dependent on the total phase difference accumulated over each reflection, and thus a larger number of reflections means a smaller deviation leads to the same phase difference.

For the same reflection grating used in Figure 3-12, a comparison between differing thicknesses shows the expected trend. An increase in grating thickness is accompanied by a corresponding decrease in bandwidth. This is illustrated in Figure 3-13.

![Figure 3-13: Plot comparing the spectral bandwidth for differing grating thicknesses](image)
The equations shown here and the rules derived from them are useful guidelines in the construction of holographic spectral filters, and can be compared to experimental data as well.

### 3.3 Experimental Results

There are many challenges in making an ultra-narrow holographic spectral filter. As I showed in Section 3.2, the spectral bandwidth is related to the effective thickness of the grating. More specifically, it is related to the grating period divided by the material thickness taking into account the angle at which the read beam is traversing the medium:

\[
\frac{\Delta \lambda}{\lambda} \approx \cot \theta \frac{\Lambda}{d}
\]  

(3.15)

In other words, the selectivity increases for a smaller grating period (\(\Lambda\)) as well as for a greater number of total grating periods, as seen by the read beam (\(\cot \theta / d\)). Thus, increasing the usable thickness of the material can greatly enhance the selectivity. However, a greater thickness leads to increased absorption and an uneven grating profile due to the absorption of the writing beams as they traverse the medium. This can be countered by lowered the photosensitivity of the material, at the expense of overall sensitivity, which in turn leads to long write times or high powers during writing. Issues relating directly to the materials are discussed in Chapter 2.

In addition to the process of creating a thick material, there are additional material-imposed restrictions. The wavelength sensitivity of most holographic materials (the wavelength at which they must be written) is almost always in the visual range because most research into light-sensitive dyes has been done in the visible range. This is partly due to the fact that most commercial applications for dyes are aimed at the human visual system, and also partly due to the fact that lasers are available in mostly visible wavelengths. Fiber optic communications is carried out at 1550 nm, and although there are laser sources and amplifiers for this wavelength.
range, there are no photosensitive materials available yet. This means that the holographic gratings for these devices will be operated at a different wavelength than the one at which they will be written.

In the following sections, I will describe the experiments I have carried out to date along with the challenges that have I have encountered.

### 3.3.1 First Test: Dye Laser

Because of its inherently higher spectral selectivity, reflection holograms are desired for spectral filtering. For the first test of the Laboratory for Atomic and Photonic Technologies (LAPT) thick material, a single reflection grating was written. In order to test its spectral selectivity, a scanning laser source was needed. For this test, a Coherent 800 series dye laser was used at a center wavelength of 590 nm, which was different from the writing wavelength of 532 nm. This experiment tested the optical quality of the first thick material sample, the reflection holographic filter geometry, and the ability to write gratings at one wavelength and read them at another.

The writing geometry is shown in Figure 3-14. A beam from a 5.5W Coherent Verdi Nd:YAG laser at 532 nm is sent through a spatial filter to create a more uniform beam profile and expand the size of the beam. A collimating lens captures the expanded beam, and a beamsplitter is used to create the recording arms. Mirrors are used to direct the writing beams to the holographic material at an external angle of incidence of $\theta_{ext} = 45^\circ$. The index of refraction of the material has been measured at 1.482, and so the angle inside the medium from Snell’s law is $\theta_{win} = 28.54^\circ$. The holographic substrate is mounted on a stable platform that can be rotated about the z-axis. This is done so that a small angle of rotation may be introduced to create a
slanted grating. The reason for using this slight deviation from the symmetric case is that for a symmetric (unslanted) reflection hologram, the diffracted beam will be overlapped with the reflected beam. By introducing a small slant angle, the diffracted beam may be separated from the reflected beam, so that a direct measurement of the diffracted beam is possible.

The holographic material that was used was made with a low amount of photosensitive dye to limit absorption effects. This made the material fairly insensitive, so a 20 second exposure was necessary. After recording, a peak diffraction efficiency of 27% was measured. The material was then tested for spectral selectivity using the dye laser. The maximum available sweep was 29.999 GHz total. A photodiode was used to measure the diffracted power. The trace from the
oscilloscope is shown in Figure 3-15. The red plot is the frequency scan (29.999 GHz at 590 nm center), and the blue plot is the photodiode signal. From the figure, one can see that the full bandwidth of the diffraction efficiency is larger than the scan width, and that the diffracted beam was not properly centered. However, there is enough information to extrapolate the full-width half-maximum of the spectral bandwidth.

![Figure 3-15: Oscilloscope trace showing frequency scan and diffracted power](image)

Given that one full sweep is about 30 GHz, we estimate the FWHM bandwidth of this grating to be between 40 and 45 GHz. The coupled-wave theory result for a sample of the thickness used here indicates that a bandwidth of approximately 25 GHz should be expected. The difference is most likely caused by the actual grating interaction length being shorter than anticipated due to the Gaussian nature of the writing beams and the material absorption.

### 3.3.2 Six Holographic Spectral Filters for 1550 nm

In order to test the ability to create gratings that could actually be used in a fiber optic network, the next experimental step was to create reflection gratings for the 1550 nm wavelength
band. Unlike the previous experiment, where the wavelength difference between writing and reading was small (532 nm to 590 nm), writing gratings with a 532 nm source for use at 1550 nm required a modified approach.

Because of the large difference in wavelength, these gratings must be written at 532 nm in transmission geometry, and read at 1550 nm in reflection geometry. The grating spacing $\Lambda$ for transmission geometry is:

$$\Lambda = \frac{\lambda_w}{2 \sin \theta_w}$$  \hspace{1cm} (3.16)

In equation (3.16), $\lambda_w$ is the writing wavelength, and $\theta_w$ is the half-angle between the two writing beams, measured from the normal to the surface of the medium. If the grating is being written with non-symmetric angles, this must be taken into account as in Appendix 10.4. The corresponding expression for reflection geometry is:

$$\Lambda = \frac{\lambda_r}{2 \cos \theta_r}$$  \hspace{1cm} (3.17)

where the reading wavelength and angle are now denoted with a subscript $r$. Equating equations (3.16) and (3.17) allows one to solve for the writing angle necessary to create a reflection grating at the read wavelength, using the write wavelength in transmission geometry.
This geometry is shown in Figure 3-16. Writing is done in transmission, and reading is done in reflection mode. In practice, this geometry offers some advantages but also introduces some problems. If beams with sharply-defined edges are used for writing, such as those that are produced when the incoming beam is apertured, the crossing pattern of the beams will produce a grating profile that is undesirable. It will present an un-even front to an incoming beam in reflection mode. This can be mitigated by using apodized beams. Using Gaussian writing beams, for instance, can help reduce this problem by gradually reducing the grating strength at the edges of the grating; however, the effective length of the grating is also reduced. A full treatment of apodization and apodizing methods should be considered necessary for the future development of these filters.

Another problem that was encountered involved the material construction. The samples that were used in these experiments were created at Northwestern University and consisted of a glass cell filled with a polymer material. The glass of the cell and the polymer had different indices of refraction, and both differ from the index of air. The glass cell was not anti-reflection (AR) coated because of the particular process of creating these samples. Because the samples are so much thicker than are normally obtained for this type of material, the procedure for creating them has not yet been perfected. Often times the cell would crack along the edges, leaving the sample usable for our purposes but not reusable. Cells that did not crack could be reused by dissolving the hardened sample using trichloroethylene and cleaning the glass with methanol. AR coatings would be prohibitively expensive for cells that could only be used once, and so it was not pursued.
However, the lack of an AR coating led to multiple reflections that could then interfere amongst themselves and create ghost and noise gratings. These ghost and noise gratings lead to phantom diffraction spots and lower the overall efficiency of the desired grating. In addition, the corners of the cell where the glass sides were fused created scattering surfaces that led to scattered, diffuse light throughout the volume of the sample. In order to reduce this noise without resorting to AR coating each cell, an index-matching solution was pursued. A large glass cell of the same index of refraction as the sample cells was constructed and filled with an index matching fluid. This effectively created a very large glass cell with the material sample inside it. The primary reflection to be eliminated is the large reflection from the glass-air interface on the opposite side of the writing beams. With no AR coatings and no index matching, the large refractive index difference between the glass and air creates a strong reflection back into the holographic material, as shown on the left side of Figure 3-17. Only one of the writing beams is shown in the figure, but the other writing beam will have the same problem. Because of the large coherence length of the source laser, these reflections will be in phase and can interfere to create ghost gratings. In addition, the reflections may reflect from the joints between the sides of the cell, continuing to interfere and create noise gratings as well as use up part of the photosensitive dye in the material.

![Glass Cell & Material and Index Matching Setup](image)

*Figure 3-17: Glass cell and index matching setups with primary reflection*
On the right side of Figure 3-17, the large index-matched cell does not eliminate reflections; however, by spacing out the effective sides of the cell, the reflections do not all reflect back into the material. The effect of the joints is also reduced greatly. The experimental setup is shown in Figure 3-18.

Overall, the index-matching setup did allow a better quality of grating to be written. However, once the material creation process is perfected, it is more desirable to use AR coatings to reduce the magnitude of the reflections rather than try to contain them. A good AR coating can reduce the reflections to less than 0.1%, a level at which they will not be strong enough to create significant ghost or noise gratings.

Once the writing setup had been tested, we attempted to create a set of holographic filters for use at 1550 nm. For this experiment, six gratings were written in separate substrates. Each substrate was made using the LAPT PMMA material as described in Chapter 2. The material was poured into fluorometer cells and then hardened before use. The cells were of optical quality on all four sides, which is important for using the transmission write/reflection read
geometry as beams must be incident on the material from all sides. The six cells can be seen in Figure 3-19.

Figure 3-19: Six holographic spectral filters

The spectral bandwidth of the six gratings was measured using an Agilent tunable source. The source resolution was 0.01 nm, and the gratings were measured for efficiency and spectral width. The results are shown in Figure 3-20. As the data shows, filters 4 and 5 have a larger bandwidth than 1, 3, and 6, which are all similar, while filter 2 is narrower than the rest. This variation is partly due to the fact that each substrate was different. The differences, especially in dye concentration, led to gratings with a varying efficiency. Figure 3-20 shows the normalized results of the test, but the diffraction efficiency varied from as low as 22% to as high as 71%.
3.4 Conclusion and Next Steps

These six filters are the first step in realizing ultra-narrow holographic spectral filters for optical communications. The best result obtained was 71% diffraction efficiency and a 0.2 nm spectral bandwidth. These results demonstrate the feasibility of holographic spectral filters using the LAPT material. Gratings in the material have been created at up to 99% diffraction efficiency, which would be a requirement for minimizing insertion loss in optical communications systems. Aside from diffraction efficiency, the bandwidth of the filters must also be reduced. As discussed in this section, the bandwidth is most dependent on the effective interaction length between the read beam and the grating. In order to increase this length, higher quality material samples are required. Once high-quality, AR-coated samples can be created consistently, beam widths can be almost as wide as the length of the sample without fear of reflections causing an unacceptable level of noise. One promising approach to further this goal would be to reduce the horizontal thickness of the samples. Referring to Figure 3-16, in read
mode the small angle means that a wide grating is not necessary; it must simply be long in the y direction. A thinner sample will require less material which will allow easier processing. In addition, less material in the x direction will result in less distortion of the writing beams due to absorption.

In summary, the preliminary work for holographic gratings for optical communications at 1550 nm has been performed. Further development of the holographic material will allow very narrow spectral filters that in turn can be used for super-dense wavelength division multiplexing, a key enabling technology in solving the "last-mile" problem.
4 Holographic Stokesmeter

4.1 Introduction

Polarimetric imaging\textsuperscript{75-77} takes advantage of the fact that a given object emits and scatters light in a unique way, depending on its polarimetric signature. Identifying the polarimetric signature is equivalent to identifying the scattered Stokes vector.\textsuperscript{78, 79} An active polarimetric sensor is used in applications such as target recognition, vegetation mapping, pollution monitoring, geological surveys, and medical diagnostics.\textsuperscript{80-82}

Current polarization imaging systems include mechanical quarter-wave plate/linear polarizer combinations,\textsuperscript{83} photo-detectors with polarization filtering gratings etched onto the pixels, and liquid crystal variable retarders. The speed of the mechanical sensor is limited because each Stokes parameter is determined sequentially and the wave plate/polarizer combination must be re-oriented precisely between parameters. At this time, the etched photo-detector systems cannot resolve the complete Stokes vector at this time. The liquid crystal retardation is very similar to the mechanical sensor but has a liquid crystal display that replaces the wave plates and polarizers. This method is still sequential and is restricted by the time it takes the display to re-orient itself, typically on the order of 100 ms per scan. This limits the throughput to \(\sim 10\) Hz.

To examine the advantages of the proposed architecture and to quantify its speed, we examine each component (see Figure 4-1). A typical thick hologram (\(~1\) mm) has a channel bandwidth on the order of 1 nm (and an angular bandwidth of \(~1\) mrad), corresponding to an optical response time of \(~10\) ps. The signal manipulation can be accomplished with pre-calibrated field-programmable gate arrays (FPGA) or programmable logic arrays (PLA) and does
not require real-time processing. These devices perform at roughly the speed of the logic gates, typically on the order of 1 ns. The detector array response time is determined in part by the desired signal to noise ratio (SNR). The SNR is proportional to $\sqrt{\eta I \tau}$, where $\eta$ is the quantum efficiency, $I$ is the intensity, and $\tau$ is the average time. For a typical SNR of 10, the response time is then given by the detector-specific parameters and the amount of light reflected by the target. It should be noted that the constraints imposed by a given SNR and the detector array are common to all of the methods discussed here. The advantage of our design is that it can determine the complete Stokes vector in parallel, so that the detector and not the sensor is the limiting factor in determining the speed of the device.

### 4.2 Basic Architecture

The architecture is shown in Figure 4-1. The incoming image is split into two copies using a beam splitter. The first beam is diffracted into two beams using two multiplexed holographic gratings. The second beam passes through a quarter-wave plate before diffracting from a similar set of multiplexed holographic gratings. The diffracted beams are projected onto four CCD arrays. Their intensities are summed with pre-determined weights to compute each component of the Stokes vector. These weighting factors are determined by using the parallel and perpendicular polarization components of diffraction to formulate the Mueller matrix that describes the transformation of the initial Stokes parameters by grating diffraction. This design takes advantage of the fact that a hologram is sensitive to the polarization of the incident light, and the weighting factors can be determined analytically by using a Mueller matrix analysis of the architecture.
For an arbitrary image pattern, the diffraction efficiencies depend also on the range of spatial frequencies. Here, we restrict our analysis to the simple case of a plane wave incidence, which can be extended easily to analyze the general case. Figure 4-2 illustrates the progression of the light through a thick hologram.

\[ S_{i} = \begin{bmatrix} I_i \\ Q \\ U_i \\ V_i \end{bmatrix} \]

\[ S_{FS} = M_{FS} \cdot S_{i} \]

\[ S_{H} = M_{H} \cdot S_{FS} \]

This process is represented mathematically by a series of Mueller matrices\(^{84, 85}\) that describe the transformation of the input Stokes vector \(S_{i}\). The Stokes vector \(S_{FS}\) of the transmitted beam through the front surface of the hologram is:

**Figure 4-1: Holographic Stokesmeter Architecture**

**Figure 4-2: Mueller matrix representation of holographic diffraction**
where $\mathbf{M}_{FS}$ is the Mueller matrix for the transmission from the front surface, and $t_\parallel$ and $t_\perp$ are the Fresnel transmission coefficients corresponding to the components of linearly polarized light parallel and perpendicular to the plane of incidence. One can describe the Mueller matrix for the exit surface of the hologram in the same manner.

In order to construct the Mueller matrix for the grating itself, $\mathbf{M}_H$ in Figure 4-2, we describe the amplitude of the diffracted beam for parallel and perpendicular incidence in a manner analogous to the Fresnel reflection/transmission case. For our purposes here, we need to describe only the diffracted beam and not the transmitted component. The relevant parameters are illustrated in Figure 4-3.

\[ S_{FS} = \mathbf{M}_{FS} S_i = \frac{1}{2} \begin{bmatrix} t_\parallel^2 + t_\perp^2 & t_\perp^2 - t_\parallel^2 & 0 & 0 \\ t_\parallel^2 - t_\perp^2 & t_\perp^2 + t_\parallel^2 & 0 & 0 \\ 0 & 0 & 2t_\parallel t_\perp & 0 \\ 0 & 0 & 0 & 2t_\parallel t_\perp \end{bmatrix} \begin{bmatrix} I_i \\ Q_i \\ U_i \\ V_i \end{bmatrix} = \begin{bmatrix} I_{FS} \\ Q_{FS} \\ U_{FS} \\ V_{FS} \end{bmatrix} \]  

(4.1)

Figure 4-3: Volume grating diffraction

$\hat{\mathbf{U}}_i$ is the input beam, and $\hat{\mathbf{U}}_o$ is the output beam, where $\hat{\mathbf{u}}_i$ and $\hat{\mathbf{u}}_o$ are the respective polarization vectors normal to the direction of propagation. $\bar{\mathbf{K}}$ is the grating vector, which makes an angle $\phi$ with the $z$ axis. We recall that the amplitude of the diffracted beam is given by.
\[
\frac{U_o}{U_i} = -i \alpha \sin \left( \sqrt{\frac{(\kappa (\hat{u}_i \cdot \hat{u}_o) d)^2}{\gamma}} \right)
\]

\[
\alpha = \frac{\cos \theta_i}{\cos \theta_o}, \quad \gamma = \cos \theta_i \cos \theta_o, \quad \kappa = \pi n' / \lambda
\]

(4.2)

Here, \( n' \) is the index modulation depth. For the special cases of polarizations parallel and perpendicular to the plane of incidence, the dot product in (4.2) can be simplified as:

\[
\frac{U_o}{U_i} (d)_{\bot} = u_{\bot} = -i \alpha \sin \left( \sqrt{\frac{\kappa^2 d^2}{\gamma}} \right)
\]

\[
\frac{U_o}{U_i} (d)_{\parallel} = u_{\parallel} = -i \alpha \sin \left( \sqrt{\frac{\kappa^2 \cos^2 2(\theta_i - \phi) d^2}{\gamma}} \right)
\]

(4.3)

The Mueller matrix for the hologram \( (M_H) \) and the transformation of the Stokes vector \( S_i \) are given by

\[
S_H = M_H S_i = \frac{1}{2}
\begin{bmatrix}
    u_{\parallel}^2 + u_{\perp}^2 & u_{\perp}^2 - u_{\parallel}^2 & 0 & 0 \\
    u_{\perp}^2 - u_{\parallel}^2 & u_{\parallel}^2 + u_{\perp}^2 & 0 & 0 \\
    0 & 0 & 2u_{\parallel} u_{\perp} & 0 \\
    0 & 0 & 0 & 2u_{\parallel} u_{\perp}
\end{bmatrix}
\begin{bmatrix}
    I_i \\
    Q_i \\
    U_i \\
    V_i
\end{bmatrix} = \begin{bmatrix}
    I_H \\
    Q_H \\
    U_H \\
    V_H
\end{bmatrix}
\]

(4.4)

For the architecture proposed above, we must describe the diffraction amplitudes from two multiplexed gratings. These gratings must be specially designed so that they have the same Bragg angle \( \theta_B \). Following our previous analysis,\(^{31}\) we can design two orthogonal gratings such that they each share the same Bragg angle. The amplitude of the diffracted beam from the \( j \)th grating is given as:
\[
\frac{U_j}{U_i}(d) = -i \kappa_j \left( \hat{u}_i \cdot \hat{u}_o \right) \frac{\partial}{\cos(\theta_j) \sin(\xi_0 d)} \text{ for } j=1,2 \text{ where }
\]

\[
\xi_0 = \sqrt{\frac{1}{\cos(\theta_j)} \left[ \frac{(\kappa_1 (\hat{u}_i \cdot \hat{u}_{o1}))^2}{\cos(\theta_{o1})} + \frac{(\kappa_2 (\hat{u}_i \cdot \hat{u}_{o2}))^2}{\cos(\theta_{o2})} \right]} \quad (4.5)
\]

We can evaluate the parallel and perpendicular polarization cases as in (4.3) and obtain the proper coefficients \( u_{\parallel} \) and \( u_{\perp} \).

The proposed architecture can now be completely analyzed using the Mueller matrices found above. The Mueller matrix for one grating of the hologram is:

\[
M_t = M_{ES} \cdot M_H \cdot M_{FS} \quad (4.6)
\]

where \( M_{FS} \) is the matrix for the front surface, and \( M_{ES} \) is the matrix for the exit surface. Using (4.1) and (4.4) in (4.6) we find that the transformation of the input Stokes vector is given by:

\[
\begin{bmatrix}
A + B & A - B & 0 & 0 \\
A - B & A + B & 0 & 0 \\
0 & 0 & 2\sqrt{AB} & 0 \\
0 & 0 & 0 & 2\sqrt{AB}
\end{bmatrix}
\begin{bmatrix}
I_i \\
Q_i \\
U_i \\
V_i
\end{bmatrix}
= 
\begin{bmatrix}
I_t \\
Q_t \\
U_t \\
V_t
\end{bmatrix}
\quad (4.7)
\]

\[
A = t_{FS\perp}^2 u_{\perp}^2 t_{ES\perp}^2 \\
B = t_{FS\parallel}^2 u_{\parallel}^2 t_{ES\parallel}^2
\]

Equation (4.7) shows the Stokes vector that is diffracted from one grating. The second grating will produce an equation of the same form but with different grating coefficients \( u \). Both equations have the same Stokes vector as input, but because the grating parameters \( u \) differ, they will produce different output. Note that by using intensity detectors and given the form of the Mueller matrix in (4.7), we can only determine the first two Stokes parameters. In order to determine the other Stokes parameters, we must have a Mueller matrix with non-zero off-diagonal elements in the third and fourth column. This can be achieved, for example, by a
rotation of the holographic grating about the z-axis and by a similar rotation of the polarization axis of the incident light. This simple rotation is described by the following Mueller matrix:

\[
M_{Rz}(\gamma) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos 2\gamma & -\sin 2\gamma & 0 \\
0 & \sin 2\gamma & \cos 2\gamma & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]  

(4.8)

This is the optimal choice because it can be realized by simply rotating the device when in use. This rotation allows us to find two equations for the two beams diffracted by the first set of multiplexed gratings:

\[
I_{t1} = I_i \left( A_1 + B_1 \right) + \left( Q_i \cos(2\gamma_1) - U_i \sin(2\gamma_1) \right) \left( A_1 - B_1 \right) \\
I_{t2} = I_i \left( A_2 + B_2 \right) + \left( Q_i \cos(2\gamma_2) - U_i \sin(2\gamma_2) \right) \left( A_2 - B_2 \right)
\]

(4.9)

where the subscripts 1 and 2 denote the two separate gratings. The angle \(\gamma_1\) denotes the angle of rotation for gratings 1 and 2. The next set of equations comes from the beams that pass through the quarter-wave plate and diffract from the third and fourth gratings. The quarter-wave plate adds a \(\pi/2\) phase shift that interchanges the U and V parameters of the Stokes vector: \(\cos(\epsilon) \rightarrow \cos(\epsilon + \pi/2) = -\sin(\epsilon)\) and \(\sin(\epsilon) \rightarrow \sin(\epsilon + \pi/2) = \cos(\epsilon)\). The second set of equations is rotated an angle \(\gamma_2\) and is thus:

\[
I_{t3} = I_i \left( A_3 + B_3 \right) + \left( Q_i \cos(2\gamma_1) + V_i \sin(2\gamma_1) \right) \left( A_3 - B_3 \right) \\
I_{t4} = I_i \left( A_4 + B_4 \right) + \left( Q_i \cos(2\gamma_2) + V_i \sin(2\gamma_2) \right) \left( A_4 - B_4 \right)
\]

(4.10)

Because the quarter-wave plate has changed U into V, we now have four equations involving all four Stokes parameters. We are required to measure the four diffracted intensities in order to determine the Stokes parameters. The grating coefficients \(u\) and the Fresnel reflection
coefficients can be measured to find the coefficient A’s and B’s, which in turn can be used to pre weigh the detector arrays for the imaging process.

To determine the constraints on the device parameters that are required for fully determining the complete Stokes vector, we write equations (4.9) and (4.10) together in matrix form as \( I_t = M' S_i \). \( M' \) is the so-called measurement matrix, \( S_i \) is the input Stokes vector to be solved for, and \( I_t \) are the four measured intensities. For our material parameters, an example measurement matrix is given:

\[
M' = \begin{bmatrix}
0.24320 & -0.04187 & 0.23746 & 0 \\
0.68596 & -0.03614 & 0.00637 & 0 \\
0.28996 & -0.04897 & 0 & -0.27773 \\
0.21291 & 0.11626 & 0 & 0.02050
\end{bmatrix}
\] (4.11)

We have verified numerically that this matrix determines the Stokes vector robustly for a range of input values. In the next sections, I show how the optimization of the condition\(^{87, 88}\) of the matrix affects the robustness of the Stokesmeter.

### 4.3 Volume Grating Requirements

In order to realize a practical holographic Stokesmeter, the performance of the Stokesmeter must be characterized as a function of its parameters. The polarization dependence of the diffraction efficiency is the most important parameter (and depends itself on many other factors), but others include the type and orientation of the holographic material, the characteristics of the waveplates and other optics used, and the sensitivity, or desired signal-to-noise ratio, of the detectors. In this section, I show the results of work done to understand the various factors that affect the noise tolerance of the Stokesmeter. In pure mathematical terms, the requirement for robust operation in the presence of noise is simple: the measurement matrix
must be well-conditioned. One requirement is that the matrix must be invertible. Other figures of merit have been defined and used to characterize the condition of a matrix, but for our purposes it is enough to simply try to maximize the value of the determinant of the matrix.

Using the Mueller matrix calculus described above, we can combine the effects of the Fresnel reflections, hologram diffraction, and substrate rotate angles into one measurement matrix:

\[
\begin{bmatrix}
I_{t1}
I_{t2}
I_{t3}
I_{t4}
\end{bmatrix} =
\begin{bmatrix}
A_1 + B_1 & (A_1 - B_1)\cos(2\gamma_1) & (A_1 - B_1)\sin(2\gamma_1) & 0 \\
A_2 + B_2 & (A_2 - B_2)\cos(2\gamma_2) & (A_2 - B_2)\sin(2\gamma_2) & 0 \\
A_3 + B_3 & (A_3 - B_3)\cos(2\gamma_1) & 0 & -(A_3 - B_3)\sin(2\gamma_1) \\
A_4 + B_4 & (A_4 - B_4)\cos(2\gamma_2) & 0 & -(A_4 - B_4)\sin(2\gamma_2)
\end{bmatrix}
\begin{bmatrix}
I \\
Q \\
U \\
V
\end{bmatrix}
\]

The coefficients \(A_i\) and \(B_i\) depend on perpendicular and parallel components of the diffraction efficiency for the \(i\)th grating and \(\gamma_j\) are the angles of rotation. \(I_{t1-4}\) are the four measured intensities that are required, and \(I, Q, U,\) and \(V\) are the four Stokes components to be determined. In order for the matrix in (4.12) to be well-conditioned, the diffraction efficiencies of the four gratings need to be chosen properly along with the other parameters. Given that the coefficients of the matrix in (4.12) depend on polarization-sensitive diffraction, it can be seen that in order to design a robust system, one must be able to control the amount of diffraction for each polarization very carefully. For example, it may be desirable for \(A-B\) to be a large negative quantity, which requires a grating that ideally diffracts only p-polarized light. One might also require \(A-B\) to be a large positive quantity, requiring a grating that ideally diffracts only s-polarized light. We demonstrate preliminary results for such gratings and show that the polarization dependence of these gratings can be accurately described by coupled-wave analysis.

The derivation of the coupled-wave equations for arbitrary polarization is straightforward and can be found in reference 17. Here we present the result:
\[
\cos \theta_i \frac{\partial}{\partial z} U_i = -i \kappa \left( \hat{u}_i \cdot \hat{u}_d \right) U_d \\
\cos \theta_d \frac{\partial}{\partial z} U_d = -i \kappa \left( \hat{u}_i \cdot \hat{u}_d \right) U_i
\]  
(4.13)

Note that for \( \hat{u}_i \cdot \hat{u}_d = 1 \), the equations reduce to the case of perpendicular polarization. The diffraction efficiency for general polarization follows from equation (4.13):

\[
\eta = \sin^2 \left( \kappa \left( \hat{u}_i \cdot \hat{u}_d \right) \frac{d}{\sqrt{\cos \theta_i \cos \theta_d}} \right)
\]  
(4.14)

For the case of parallel polarization the dot product \( \hat{u}_i \cdot \hat{u}_d = -\cos \left( 2 \left( \theta_i - \phi \right) \right) \) and the equations for the diffraction efficiency of each polarization are as follows:

\[
\eta_\perp = \sin^2 \left( \frac{\pi n'}{\lambda} \frac{d}{\sqrt{\cos \theta_i \cos \theta_d}} \cos \left( 2 \left( \theta_i - \phi \right) \right) \right)
\]  
\[
\eta_\parallel = \sin^2 \left( \frac{\pi n'}{\lambda} \frac{d}{\sqrt{\cos \theta_i \cos \theta_d}} \right)
\]  
(4.15)

One can observe what can be considered a holographic Brewster angle for geometries such that \( \theta_i - \phi = 45^\circ \).

Studies of the polarization dependence of the diffraction efficiency have been carried out for the case of achieving elimination of one unwanted polarization, using the holographic Brewster angle method, for the purpose of creating holographic optical elements.\(^{89, 90}\) We are interested in establishing the precision with which the observed polarization diffraction contrast matches the analytic theory. In particular, this requires an indirect determination of the index modulation amplitude from the diffraction efficiency of one polarization. This value is then used to predict the diffraction efficiency at the other polarization, in order to compare with the experimental value.
The Memplex material we use is a dye-doped photopolymer with an index of refraction of 1.482 and a sample thickness of 2 mm. Given the index of this material, it is not possible to achieve the required $\theta_i - \phi = 45^\circ$ condition using beams incident on the same surface. However, if one were to use a cubic geometry, the condition is easily achievable. The gratings used here were written at 532 nm with writing angles of 52.5 and 57 degrees to produce a slanted grating. Reading was done at the same wavelength and at 57 degrees. Six individual gratings were written using different exposure times. The diffraction efficiency was then measured for various angles of the polarization of the incident read beam. The readout setup is shown in Figure 4-4.

![Figure 4-4: Readout setup](image)

Theoretical results were calculated using equation (4.15). The value of $n'$ was calculated using equation (4.15) with measured values of the diffraction efficiency and compensating for Fresnel reflection loss.

The gratings were read at the Bragg angle, so the angles of the incident and diffracted beam are known and were used to determine Fresnel reflections. These reflections were taken into account, and equation (4.15) was used to determine the theoretical diffraction efficiency. The theoretical and experimental results are plotted in Figure 4-5 without using any free fitting parameter.
Figure 4-5: Theoretical vs. Experimental polarization dependence of the diffraction efficiency

Note that the experimental deviation from the coupled-wave theory is very small. These results also demonstrate a high degree of contrast in diffraction efficiency between the s- and p-polarizations, greater than 70% in some cases.

Two separate numerical simulations were performed in order to simulate the performance of the holographic Stokesmeter in the presence of noise. The first case considered the effect of additive white Gaussian noise (AWGN) added to the four intensity measurements. The measurement matrix is assumed to be known without error. The second case considers no noise in the intensity measurements, but includes noise in the measurement matrix itself. For each of these cases, a variety of Stokes vectors were tested. Shown here are the results for the Stokes
vector $[1 \ -0.6 \ 0 \ 0.8]$ averaged over 200 runs. Percent error is plotted versus the contrast ratio of the gratings. The grating parameters used in the simulation were in favor of stronger diffraction of perpendicular polarization for the first and fourth grating and in favor of stronger diffraction of parallel polarization for the second and third grating. The rotation angles used were 5 and 40 degrees. Using these grating parameters leads to an improvement of the measurement matrix; however, these parameters do not necessarily represent the optimal set. A more exhaustive search through the entire parameter space is required to fully optimize the measurement matrix. The variance of the noise used was -25, -30, -35, and -40dB compared to a maximum normalized intensity of 1.

The results for case one are shown in Figure 4-6. We see from the figure that as the contrast ratio increases, the average percent error decreases, with limiting gains in the improvement past 50% contrast. These error results are specific to the chosen input Stokes vector, but the general trend is the same for an arbitrary input.

![Percent Error versus Contrast Ratio, AWGN in intensity measurements](image)

**Figure 4-6:** Percent error plotted versus contrast ratio for each Stokes parameter for the case of AWGN in the intensity measurements. The separate lines in each graph represent the different noise levels: +=-25dB, o=-30dB, x=-35dB, □=-40dB, *=no noise
The results for case two are shown in Figure 4-7. This case shows the same trend of decreasing error as the contrast ratio increases.

Percent Error versus Contrast Ratio, AWGN in measurement matrix

![Graph showing percent error versus contrast ratio](image)

_Figure 4-7: Percent error plotted versus contrast ratio for each Stokes parameter for the case of AWGN in the measurement matrix. The separate lines in each graph represent the different noise levels: \( + =-25\text{dB}, \odot =-30\text{dB}, \square =-35\text{dB}, \Box =-40\text{dB}, \ast =\text{no noise} \)

Note the unusually large error for contrast ratio values less than 50% in this case. This is due to the fact that the noise is added to the measurement matrix in this scenario, and for average noise values that are larger than the difference between the parallel and perpendicular polarization components of the diffraction efficiency, the sign of the terms \( A_i + B_i \) in equation 1 will change. This can lead to very large errors in the calculation. As the contrast ratio increases, this effect lessens and the percent error rates approach normal values.

As we can see from the data in Figure 4-6 and Figure 4-7, for contrast ratios of greater than 50%, a relatively noise-tolerant holographic Stokesmeter can be constructed depending on the noise level and the desired percent error. The gratings shown here demonstrated a contrast ratio of above 70%, indicating that they will be adequate for use in constructing a preliminary version of the holographic Stokesmeter.
If a further improvement in signal-to-noise ratio is desired, a heterodyne receiver configuration can be easily added to the holographic Stokesmeter architecture. This architecture is illustrated in Figure 4-8.

The four diffracted beams represent the four intensities to be measured. These beams are mixed with a strong local oscillator using polarizing beamsplitters. The local oscillator is chosen to be linearly polarized at 45 degrees so that both the perpendicular and the parallel components of the diffracted light will be mixed with the local oscillator evenly. Each of the eight beams is then sent through a standard heterodyne receiver architecture, and the value of the perpendicular and parallel components of each of the four diffracted beams is recovered. These can then be used in conjunction with the measurement matrix to determine the four Stokes parameters. The heterodyne architecture is advantageous because it can help overcome the system noise and improves the signal-to-noise ratio by providing additional input intensity.
4.4 Holographic Beam Combiner for an Active Holographic Stokesmeter

In addition to the heterodyne receiver architecture for the holographic Stokesmeter, an active source configuration can also improve the signal-to-noise ratio. In a passive holographic Stokesmeter, the ambient light reflected by the target is used to generate the polarimetric image. If an active source is used to illuminate the target, a larger amount of light can be captured. A holographic beam combiner can be used to create a high-power source by combining several lower-power sources. In principle, an N×1 coherent beam combiner (CBC) system with amplification can be implemented with a tree of conventional beam splitters as shown in Figure 4-9.91

![Figure 4-9: Conventional phase-locked beam combiner system](image)

At every node of the tree there is a 50/50 beam splitter. The same tree of beam splitters operating in reverse combines the beams. Maximum output is ensured by phase locking, which can be implemented with, for example, electro-optical modulators (EOMs) with feedback. However, a much more robust system that requires fewer optical components can be constructed with coherent holographic beam combiners (CHBC) as shown in Figure 4-10.
In addition, we will show that a CHBC in our experimental setup can be used as a high precision surface sensor. A CHBC is a holographic structure with \( N \) superimposed common-Bragg-angle gratings that can be prepared by recording the holograms sequentially, with the reference wave incident at a fixed angle and the object wave incident at a different angle for each of the \( N \) exposures.\(^{31, 34, 92, 93}\)

In this section, we demonstrate a CHBC using volumetric multiplexing of gratings in a thick polymeric substrate. Our experimental results compare well with the theoretical model based on the coupled-wave theory of multi-wave mixing in a passive medium.\(^{6, 9, 33, 94}\) We assume that the gratings are recorded in a dielectric lossless material that is infinite in the x and y directions, and that all waves are propagating in the x-z plane and are polarized in the y direction. A grating is described by the grating vector \( \tilde{K}_m \) with an amplitude \( |K_m| = 2\pi / \Lambda_m \), where \( \Lambda_m \) is the period of the \( m^{th} \) grating. Propagation of monochromatic (angular frequency \( \omega \)) scalar plane waves in the gratings is governed by the Helmholtz equation

\[
\nabla^2 E(x, z) + k^2 E(x, z) = 0,
\]

where \( E(x,z) \) is the scalar field assumed to be independent of \( y \), and \( k \) is the wavenumber. The total electric field in the gratings can be written as:

\[
E(x,z) = R(z) \exp(-j \hat{\rho} \cdot \tilde{X}) + \sum S_m(z) \exp(-j \hat{\sigma}_m \cdot \tilde{X}) \tag{4.16}
\]
where $R$ and $S_m$ are the amplitudes of the reference and $m^{th}$ diffracted waves and $\vec{X} = (x, y, z)$.

The wavevectors of these beams are related via the phase-matching equation $\vec{\sigma}_m = \vec{\rho} - \vec{K}_m$. Assuming that $\vec{\rho}$ is the input wavevector, we define $|\vec{\rho}| = \beta$, where $\beta = (\omega/c)\sqrt{\varepsilon_0}$ is the propagation constant in the medium. We restrict our analysis to the Bragg-matching condition, according to which $|\vec{\sigma}_m| = \beta$. Using phase-matching terms, in the slowly varying envelope approximation (SVEA), the wave equation reduces to:

$$
C_R \frac{\partial R}{\partial z} = -j \sum \kappa_m S_m \\
C_{Sm} \frac{\partial S_m}{\partial z} = -j \kappa_m R
$$

(4.17)

We define the obliquity factors $C_R$ for the reference and $C_{Sm}$ for the $m^{th}$ diffracted waves as $C_R = \rho_z / \beta$ and $C_{Sm} = \sigma_m c / \beta$, and the coupling constant $\kappa_m = m_m / \lambda$, where $m_m$ is the amplitude of spatial modulation of the refractive index defined by $n(x, z) = n_0 + \sum m_m \cos(\vec{K}_m \cdot \vec{X})$.

The $m^{th}$ grating is characterized by the grating strength $\nu_m = m_m d / \sqrt{\lambda(C_RC_{Sm})/2}$, where $d$ is the thickness of the material. We define the diffraction efficiency of the $m^{th}$ grating

$$
\eta_m = |C_{Sm} / C_R S_m^*(d) S_m(d)|.
$$

In the beam splitter mode, the input wave $R$ illuminates $N$ superimposed gratings at the common Bragg angle and couples into diffracted waves $S_1 \ldots S_N$. The waves produced by the CHBC have equal and maximum diffraction efficiencies when the $N$ grating strengths satisfy the condition $\left( \sum \nu_m^2 \right)^{1/2} = \pi/2$. Therefore, the optimal grating strengths are $\nu_1 = \nu_2 = \ldots = \nu_N = \nu = \pi / 2 \sqrt{N}$. From time-reversal symmetry of Maxwell’s equations, it follows that a beam combiner must show maximum diffraction efficiency for the same grating strengths that would yield maximum diffraction efficiencies for the beam splitter mode. The
boundary conditions for the gratings in a beam splitter mode at \( z=0 \) can be written as \( R(0)=1, S_1(0)=S_2(0)= \ldots =S_N(0)=0 \). The solutions of the differential equations at \( z=d \) are

\[
R(d) = \cos(\sqrt{N} \nu) \quad \text{and} \quad S_m(d) = -j(1/\sqrt{N}) \sin(\sqrt{N} \nu).
\]

We see that when \( N \) superimposed holograms are considered as a single hologram, the effective grating strength is \( \sqrt{N} \) times the individual \( m^{th} \) hologram grating strength.

In the beam combiner mode the waves \( S_1 \ldots S_N \) illuminate the superimposed gratings, each at the corresponding Bragg angle, thus producing a combined diffracted wave \( R \). In the presence of a linear phase delay between the \( N \) input waves, the boundary conditions at \( z=0 \) are

\[
R(0)=0, \quad S_1(0)=1, \quad S_2(0)=e^{j\phi}, \quad S_3(0)=e^{j2\phi}, \quad \ldots \quad S_N(0)=e^{j(N-1)\phi}, \quad \text{where} \ \phi \ \text{is the phase delay}.
\]

Defining \( \gamma = \sum (\prod C_{m}) k_m^2 / C_{m} \), we obtain the solution at \( z=d \) to be given by

\[
R(d) = -j \prod C_{m} / (C_R \gamma)^{1/2} \left[ \sum k_m \exp(j(m-1)\phi) \right] \sin(\gamma/\prod C_{m})^{1/2} d. \]

The intensity of the output wave of a beam combiner is

\[
I = R(d)R^*(d).
\]

Our holograms were written and read with a frequency-doubled CW Nd:YAG laser operating at 532 nm. We recorded six angle-multiplexed holograms in the photopolymer-based Memplex® thick holographic material developed by Laser Photonics Technology, Inc. The incident angle of the reference wave \( R \) was held constant during every exposure. The beams \( S_1 \ldots S_6 \) were recorded at fixed angular intervals. During the readout, the reference beam \( R \) illuminated the holograms at the common Bragg angle, and the beams \( S_1 \ldots S_6 \) were reconstructed simultaneously. The numerical simulation results for beam profiles are presented in Figure 4-12(a). Figure 4-12(b) and (c) show the experimental transmitted (T) and diffracted beam profiles.
We estimated the value of $\nu = 0.23\pi$ by fitting the numerical simulation curves to the experimentally observed beam profiles. This value is only slightly larger than $\nu = \pi/2\sqrt{6} = 0.204\pi$, at which the maximum diffraction efficiency is achieved.

The optical setup for demonstrating a six-beam combiner is presented in Figure 3. The input beam from the laser illuminates the hologram in the direction of reference $R$. The gratings act as a beam splitter, producing six diffracted waves indicated by solid lines in the diagram. The six waves are collimated by a lens, and reflected by a tilted mirror. The lens is placed a focal length away from both the CHBC and the mirror in order to create a diffraction-free 4f imaging system.
The mirror was rotated with a piezoelectric element by a small angle to vary the phase delay. The angle was small enough so that the reflected beams were Bragg-matched. The beams $S_1 \ldots S_6$ were recorded at fixed angular increments; therefore, the phase delay $\phi$ between the adjacent waves is a constant for a given angle of the mirror. The six reflected waves represented by the dashed lines illuminate the hologram in the beam combiner mode. The combined beam is partially reflected by a 60% reflecting beam splitter, and monitored by a photodetector.

Figure 4-13(a) shows the numerical simulations of the above equations for the output intensity of a six-beam combiner with unit intensity input beams as a function of the phase delay $\phi$ for three different values of $\nu=0.204\pi, 0.123\pi$ and $0.08\pi$. 
We see that the intensity profile obtained by solving the coupled wave equations resembles the familiar multiple beam interference pattern. We estimate the finesse \((F)\) of the CHBC’s by dividing the peak-to-peak angular bandwidth (called free angular range (FAR)) by the half-peak intensity angular bandwidth \((\Delta \phi_{1/2})\). While the maximum intensity varies as a function of \(\nu\), all three cases have the same finesse value of \(F=6\). Note that this value is the same as \(N\), the number of beams combined. This is to be expected, since the finesse of any resonator is directly related to the number of beams that contribute to the peak of the interference curve. Indeed, one can also show analytically that \(F = N\) for \(N\) coherent oscillators.\(^9\) Figure 4-13(b) shows the intensity of the partially reflected combined beam measured by the photodetector. We estimate the finesse of this six-beam combiner to be 5.7, which is very close to the theoretical value of 6.

We denote by \(I_0\) the sum of the intensities of the diffracted beams \(S_1 \ldots S_6\) measured just after the CHBC when it is operating as a beam splitter. Since \(\nu=0.23\pi\) for our CHBC, the peak of the output intensity of the six-beam combiner is calculated to be 0.97\(I_0\). Because we used a 60\% reflection beam splitter (B.S), the detected intensity of the output beam from the six-beam
combiner, corrected for the Fresnel reflection from the hologram’s surface, was expected to be $\sim 0.5I_0$. However, the height of the largest peak in Figure 4(b) was measured to be about $0.4I_0$. The discrepancy with the theoretically expected value is perhaps attributable to the residual imperfections in the experimental process as well as to the inherent assumptions in the coupled-wave theory analysis. For example, while the theoretical model assumes the use of the plane waves, the actual beams employed had transverse intensity distributions that are Gaussian in nature. In addition, the analysis assumes perfect Bragg matching which is difficult to achieve experimentally.

To summarize, we demonstrated a CHBC for six beams at 532 nm using volumetric multiplexing of gratings in a thick polymeric substrate. Our experimental results compare well with the theoretical model based on the coupled wave theory of multi-wave mixing in a passive medium. This work could be used to create a high-power source for an active holographic Stokesmeter, creating an all-holographic active polarization imaging system.

4.5 Conclusion and Next Steps

The work that is documented here represents the development of a fundamental concept, the holographic Stokesmeter, towards a useful, realizable device. Work has been done to show the limitations and requirements of the device under noise, as well as to improve the performance of the device by adding an active light source. This work helped to form the foundation of our group’s efforts in developing a holographic Stokesmeter, and my colleague Dr. Jong-Kwon Lee has continued this work and developed the imaging properties of the holographic Stokesmeter, as well as a spectrally-resolved Stokesmeter and a photonic-bandgap-based Stokesmeter that has the potential to operate at many wavelengths and to be the key component in a polarization-
This polarization-discriminating LADAR could be used to add polarization sensitivity to a holographic smart eye, which is itself described in Chapter 8. Future work on the holographic Stokesmeter will center on the development of a Stokesmeter that operates in the same band as LADAR. Such a polarization sensitive LADAR could then be used to acquire query images for a holographic smart eye. This application is discussed in more detail in Chapter 8.
5 Super Parallel Holographic Architectures

5.1 Introduction

In many situations, it is necessary to identify a target rapidly. For DoD scenarios, a target is typically detected using a synthetic aperture radar (SAR). This image is then compared with images stored in a database in order to ascertain the identity of the object in question. There are many techniques for performing this task. One technique employs digital signal processing (DSP), wherein a DSP chip or a dedicated electronic circuit is used to compare the images bit-by-bit serially, thereby identifying the image with the highest degree of correlation to the target image.

An important alternative to this approach is a holographic optical correlator (HOC), which takes advantage of the inherent parallelism of optics. Specifically, the images comprising the database are stored in a hologram, via angular multiplexing. Using a spatial light modulator (SLM), the target image is transferred to an optical beam, which in turn illuminates the hologram while scanning its angle of incidence. If a match is found, a bright correlation beam is produced in a pre-specified direction, thereby identifying the target-match. HOCs are employed for many optical signal processing applications, including in pattern and character recognition, in computer/robotic vision for object tracking, and in the implementation of artificial neural networks.

HOCs can perform correlations nearly three orders of magnitude faster than typical DSP-based correlators. This increase in speed results from the fact that in the HOC the bits are compared in parallel. However, the HOC is limited in terms of the number of images that can be queried at one time. Specifically, the maximum number of images that can be stored in a single
spatial location via angular multiplexing is typically limited to a few thousands.\textsuperscript{36, 37} This problem can be overcome by spatial multiplexing, whereby different sets of images are stored in different spatial locations. Using a large holographic substrate, it may be possible to employ more than one thousand different spatial locations. A disadvantage of this approach is that the substrate must be translated in two dimensions in order to provide access to each location, thereby slowing down the effective speed of correlation significantly.

We have developed an architecture that overcomes this limitation.\textsuperscript{28, 30} Specifically, we propose a design wherein the query image is split into many copies. This is performed by a highly efficient holographic multiplexer/demultiplexer (HMDX), which is produced by writing multiple high efficiency Bragg gratings in a thick substrate, with a common reference beam and multiple object beams at varying angles. Thus, multiple query images are formed, and each is presented to a different spatial location in the holographic memory unit (HMU). A series of optical elements are then used to decipher the resulting diffraction patterns. The net result is that the images in all the memory locations are queried, and a potential image match is achieved in the same amount of time it takes for the conventional HOC to query the images at one location. This super-parallel holographic optical correlator (SPHOC) exhibits a parallelism beyond that of conventional optics.

In addition, the SPHOC can be employed as a super-parallel holographic random-access memory (SPHRAM) by reversing the direction of the beams inside it. By running the SPHOC in reverse, a high-speed holographic memory can be created. Both the SPHOC and SPHRAM require a specialized optical component, the lenslet array. In this chapter, I summarize the work that has been done to realize this component and both the SPHOC and SPHRAM architectures.
5.2 Super Parallel Holographic Optical Correlator

5.2.1 Architecture

The architecture of the super parallel holographic optical correlator is designed to allow the correlation operation to take place at each (or many of) the spatial locations in a holographic database. Specifically, we propose a design wherein the query image is split into many copies. This is performed by a highly efficient holographic multiplexer/demultiplexer (HMDX), which is produced by writing multiple high efficiency Bragg gratings in a thick substrate, with a common reference beam and multiple object beams at varying angles. Thus, multiple query images are formed, and each is presented to a different spatial location in the holographic memory unit (HMU). A series of optical elements are then used to decipher the resulting diffraction patterns. The net result is that the images in all the memory locations are queried, and a potential image match is achieved in the same amount of time it takes for the conventional HOC to query the images at one location. This SPHOC exhibits a parallelism beyond that of conventional optics.

![Figure 5-1: SPHOC Architecture](image)

The architecture of the SPHOC is shown in Figure 5-1. This figure is a schematic only, not a representation of the actual dimensions or angles of the components or system. A laser
beam is sent to a SLM to pick up the query signal. Once the query image is imprinted on the optical beam, it is directly by a beamsplitter through an image flattening beam reducer (IFBR) which resizes the image and directs it towards a holographic multiplexer/de-multiplexer (HMDX). This component of the SPHOC is responsible for splitting the image into multiple copies (one for each spatial location). A holographic redirector (HR), which can also be a prism or other angle-changing optic, directs the beams to the holographic memory unit (HMU). Each spatial location of the HMU has many holograms stored using angle-multiplexing, and each location is being addressed simultaneously. Any correlations produced will exit the HMU at the angle at which they were recorded. A lenslet array then collects these correlation beams which are then split into two components using a beam splitter. One component gets focused by another lenslet array (LLA) onto an array of CCD elements (CCDA). Identifying the position of the detector element that sees the highest signal yields the information about the spatial location of the matching image. The other part of the beam goes through another HR. This HR redirects all the incident beams to a central point, without focusing the beams coming from the same spot with respect to one another, as shown.

These beams are now passed through another HMDX, which is identical to the one used at the input, but now operating in reverse. However, the reverse operation has the potential problem that additional beam patterns (weaker than the one generated along the axis) will also be produced. A simple aperture can be used to eliminate these unwanted beams. After the aperture, a beam expander is used to match the size of the second CCD array. The position of the element of the CCD that sees the brightest signal yields the information about the angle of the matched image. Data obtained from both CCD arrays, properly thresholded, can be sent through a digital logic circuit to identify the image that is matched.
5.2.2 Preliminary Experimental Data

Our experimental results were obtained using Memplex™ material produced by Laser Photonics Technologies in Amherst, MA. This material and variant thereof have been used previously for memory storage and non-spatial filtering applications. The substrates were 3.7 cm x 3.7 cm in lateral area and 2 mm thick. Our holograms were written and read using a frequency doubled Nd:YAG laser operating at 532 nm.

Figure 5-2: HMDX test

Figure 5-2 displays experimental images from two HMDXs that we produced. Figure 5-2 (a.) is a schematic of the 3x3 HMDX working as a 1x9 splitter. Figure 5-2 (b.) is a CCD capture of the SLM image that was used to illuminate the splitter, and (c.) is an image of the resulting output. The irregular bright spots in the background of Figure 5-2 (b.) is due primarily to dust contamination of the SLM surface and imaging optics. The irregular spacing of the far right column of images in Figure 5-2(c.) is a result of the imaging optics and was not due to the HMDX. Figure 5-2 (d.) is an image of the output of a 1x20 HMDX when it was illuminated with a plane wave beam.
Figure 5-3 displays experimental images obtained during testing of the HMDX and HMU components of the SPHOC architecture. The SLM query image was routed through a 1x3 HMDX. The three resulting images were then used to query three separate HMU locations, each containing an identical set of images. The column on the far left displays the query image used during correlation. The other three columns in Figure 5-3 display data collected using each of the three query beams. The eight images in each column are CCD captures of the diffracted beams that emerged from the HMU during correlation. The letters at the bottom of each column indicate the location of the diffraction spot that corresponds to a stored image. Taking the top image in column I. as an example, we see that image (a.) has excited a diffraction spot in position (a.) which is the matching image. The data clearly shows that the appropriate diffraction beam, or spot is being excited by each query image which demonstrates the way our architecture will identify the target images.
5.2.3 Conclusion

Although the SPHOC architecture showed great promise with its ability to correlate in multiple locations at once, there are fundamental issues with the architecture that will most likely prevent it from maturing. One drawback of the design is that the correlation is performed in a thick media (the HMU) so that the correlation is not translation-invariant. A more serious problem is encountered when multiple partial correlations are considered. In the architecture described here, a number of partial correlations could possibly cause a false positive, or outweigh a true correlation. Although there may ultimately be a viable solution to these issues, we have instead focused on the very interesting system that is obtained by running the SPHOC “in reverse”.

5.3 Super Parallel Holographic Random Access Memory

5.3.1 Architecture

The principle of operation of Super-Parallel Holographic Random Access Memory (SPHRAM) is similar to that of an SPHOC operated in reverse. The SPHRAM is shown in Figure 5-4.
During the SPHRAM operation, shutter S1 is open and S2 is closed. The HMU is recorded with the database of interest, using multiple spatial locations, each of which contains a set of images that are angularly multiplexed in two dimensions. When operating the RAM, the user enters the coordinates corresponding to the spatial position and the angle of storage for the image of interest. The position coordinate is used to open the corresponding element of a shutter array. The number of elements in the shutter array is the same as the number of spatial locations in the HMU, and the locations are matched. Shutter arrays of this type are available commercially, using individually addressable ferroelectric liquid crystals or MEMS based microdeflectors that can have fast switching times. Alternatively, one can use a two photon memory, such as bacteriorhodopsin, as a shutter, in which only the location of interest is illuminated by the activation laser frequency. These types of shutters can be stacked serially to provide the desired suppression ratio.
The angular coordinate for the image is sent to a beam deflector (e.g., a pair of acousto-optic deflectors), which orients the read beam at the desired angle, which in turn is translated to a specific position by the redirector. A combination of the reducing telescope, holographic multiplexer, redirector, and the lenslet array produces a copy of the read beam simultaneously at each of the locations on the HMU. The image stored at this angle would be recalled from each spatial location. The shutter array would block all but one of these images, and the redirector and the de-multiplexer would send the desired image on to the CCD camera.

### 5.3.2 Experiment

To demonstrate the feasibility of an SPHRAM, we used a simplified geometry as shown in Figure 5-5. A pair of galvo-mounted mirrors was used for deflection. The database comprised of an HMU with images multiplexed at 9 locations in a 3X3 arrangement.

![Figure 5-5: SPHRAM Feasibility Experiment](image)

Each location contained 8 images multiplexed in one angular dimension. A holographic redirector and a multiplexer are used in the setup for producing the read beam. The bottom of
Figure 5-5 shows a typical set of 8 image data retrieved from the spatial location (3,2) using this setup. Similar data were also retrieved from the other locations.

### 5.3.3 Conclusion

The SPHRAM architecture has the same potential performance enhancements as the SPHOC; namely, that by bringing the read beams to each spatial location simultaneously, a large speed advantage can be realized. However, because in the SPHRAM a single image in one spatial location is desired, a set of electro-optic shutters can eliminate the unwanted interference that plagues the SPHOC design. In addition, because no correlation is being performed in the holographic memory unit, the thickness of the material is not constrained to be small enough to allow translation invariance.

The SPHRAM has the potential to be a high-speed memory for any type of all-optical processor. In Chapter 8, I discuss the specific application of the SPHRAM as the database source for a real-time optical correlator. In order to fully explore the potential capabilities of the SPHRAM, the full architecture must be developed. The feasibility experiment demonstrated approximately half of the architecture: readout of the HMU to the CCD camera. However, a non-trivial optical element, the lenslet array, plays a crucial role in allowing the simultaneous access to each spatial location. I will examine this component in greater detail in the next section.
5.4 Lenslet Array

5.4.1 Introduction

Here we examine the key component of the SPHOC/SPHRAM architecture, the lenslet array. Although in our original design a single lens was used to represent the functionality of the lenslet array and bulk optics were used for the experiment, for a demonstration of the complete architecture a more complex structure is required.

In the case of the SPHOC, a single lens placed after the HMU in Figure 5-1 would be able to resolve any of the diffracted correlation beams. Each beam has a different angle, which would lead to an array of possible correlation spots in the focal plane of the lens. However, in order to determine the angle and location that is matched, the diffracted beams must pass through the rest of the architecture as shown in Figure 5-1 and described in reference. For this, a more complicated lens structure is needed. For the operation of the SPHRAM, a single lens is not able to translate position to angle without also focusing the beam. Because spherical wave readout is not desired for the SPHRAM, this also indicates that a more complex optical device is necessary.
Figure 5-6: Details of a “unit cell” of the lenslet array

Figure 5-6 illustrates one unit of the LLA that corresponds to one spatial location of the HMU in an SPHRAAM. The array of the lenslets is at $z = 0$, and there is a collection lens at $z = f_1 + f_2$ to collect and collimate the reference beams and translate each beam’s position into an angle. The optic axis is shown as a dashed line through the middle of the figure. The large collection lens will angle the beams according to their individual spatial frequencies as well as collimating them. On either side of the optical axis (z-axis), each angle must differ from its corresponding angle on the opposite side by an amount greater than the angular bandwidth of the HMU to avoid Bragg degeneracy. In other words, for the two beams shown in Figure 5-6 as solid lines, the lenslet on the $+x$ side of the optic axis must be at a different distance than the corresponding lenslet on the $-x$ side of the optic axis. In this manner, no angles will be repeated, and any two angles are at least $\Delta \theta$ apart, where $\Delta \theta$ is chosen based on the Bragg angle selectivity of the HMU.
Each spatial location of the HMU has a corresponding unit of the LLA to redirect and
collimate the possible correlation beams. An example of a three spatial location HMU and
corresponding LLA is shown in Figure 5-7.

Figure 5-7: LLA in a 3-spatial-location HMU SPHOC/SPHRAM architecture. Beams propagate left to right for SPHOC operation, and right to left for SPHRAM operation.

5.4.2 Phase Transformation for Plane Waves

We use Figure 5-6 to analyze the phase transformation the diffracted beam undergoes as
it propagates through the PCLLA. We consider a single spatial location with diffracted beams in
two dimensions. The analysis proceeds left to right. The z-axis (x=0, y=0) is presumed to run
through the center of the lenslet being analyzed. The beam path is shaded in the figure. The lenslet is allowed to be positioned anywhere in the \(x-y\) plane, although the figure shows only the \(x-z\) plane. A plane wave is incident on the lenslet with a focal length \(f_1\). This lens imparts a quadratic phase to an incoming beam:

\[
\psi_{\text{in}}(x) = \exp \left( -i \frac{k}{2f_1} \left( x^2 + y^2 \right) \right) \quad (5.1)
\]

The field just before the collection lens \((z = f_1 + f_2)\) is given by:

\[
U_1(x_1, y_1) = \frac{e^{ikz}}{i\lambda z} e^{i\frac{k}{2z} \left( (x_1^2 + y_1^2) \right)} \int \int U_0(x_0, y_0) e^{i\frac{k}{2z} \left( (x_0^2 + y_0^2) \right)} e^{i \frac{2\pi}{\lambda z} (x_0 x_1 + y_0 y_1)} \, dx_0 \, dy_0 \quad (5.2)
\]

After completing the integration, we find that the field distribution is:

\[
U_1(x_1, y_1) = \exp \left( i \frac{k}{2f_2} \left( x_1^2 + y_1^2 \right) \right) \quad (5.3)
\]

The collection lens imparts another quadratic phase factor; however this lens is off-axis with respect to the lenslet and so the modified phase factor is:

\[
t_{\text{lens}}(x_2) = \exp \left( -i \frac{k}{2f_2} \left[ (x_2 - d_x)^2 + (y_2 - d_y)^2 \right] \right) \quad (5.4)
\]

where \(d_x\) and \(d_y\) are the displacement from the optic axis in the \(x\) and \(y\) directions respectively. Expanding the quadratic term in equation (5.4), we find that the lens imparts a quadratic phase, a linear phase, and a constant phase:

\[
t_{\text{lens}}(x_2) = \exp \left( -i \frac{k}{2f_2} \left[ x_2^2 - 2x_2d_x + d_x^2 + y_2^2 - 2y_2d_y + d_y^2 \right] \right) \quad (5.5)
\]

We ignore the constant phase term, and the quadratic term exactly cancels the quadratic phase from the incoming beam in equation (5.3). The field after the collection lens is:
We can express the complex amplitude of a plane wave traveling at an angle $\theta$ by

$$U_2 = \exp \left( \frac{i k}{f_2} \left( d_x x_2 + d_y y_2 \right) \right) \quad (5.6)$$

Using this result, we recognize the phase distribution in equation (5.6) as a plane wave traveling at an angle $\sin \theta_x = d_x / f_2$ with respect to the x-axis and $\sin \theta_y = d_y / f_2$ with respect to the y-axis. In the paraxial approximation, this means that the beam from the lenslet will be collimated by the collection lens and angled so that it passes the z-axis at $z=f_1+2f_2$.

For an ideal thin collection lens with a parabolic phase delay, every beam will be redirected to the same spatial location. However, for a real system, any deviation from the thin lens idealization may introduce undesired effects. We have used a ZEMAX simulation, as described next, to study effects of such imperfections.

### 5.4.3 ZEMAX Simulation

Using the ZEMAX optical simulation program, we developed a custom surface type that would allow a lenslet array. We chose to design a lenslet array of 33 lenslets, each with a diameter of 30 microns and an F/# of approximately 10. For the simulation purposes, we used lenslets in one dimension only. The first simulation was done using the lenslet array and a collection lens with a diameter of 2 mm and a focal length of 4.86 mm using the paraxial surface type in ZEMAX. This allowed greater than 15x magnification of the input reference beam for a final spot size of 0.5 mm and simulated an ideal thin lens. The second and third simulations were done with a spherical bi-convex and plano-convex collection lens, respectively, of the same
Because the collection lens is used to collimate each beam to the same on-axis spatial location, the primary imperfection is due to spherical aberration. A plot of the $W_{040}$ Seidel aberration coefficient for spherical aberration (measured in units of the tested wavelength, 532 nm) is shown in figure 5. As shown in the figure, for the paraxial lens case, spherical aberration is essentially zero, as expected. For bi-convex and plano-convex lenses however, it is nonzero with little difference between the two. Using an aspheric surface can virtually eliminate spherical aberration, and the aspheric collection lens clearly offers the best design. With aspherical lens shaping techniques becoming more widespread, this design is also feasible for implementation.

Figure 5-8: Seidel spherical aberration coefficient for each of four designs

5.4.4 Conclusion

In conclusion, we have proposed a design for an LLA that will play a key role in super-parallel architectures for a holographic correlator/RAM. We have performed the analysis of the
required phase transformations of the beams using the Fourier optics approach. A lithographic LLA coupled with aspherical collection lens will provide the required performance. Current commercially available micro-optical manufacturing techniques can produce closely-packed lenses as small as 20 microns in diameter, and the industry is moving towards even smaller feature sizes. Techniques are available to make refractive and diffractive micro lenses in one- and two-dimensional arrays.\textsuperscript{107-111} Using an aspheric lens as the collection lens can eliminate the problem of spherical aberration.

5.5 Conclusion and Next Steps

The super-parallel architectures described here can offer a huge performance gain to any spatially-multiplexed holographic memory. The key component is an LLA with an aspheric collection lens. This component has been fully described here and can now be implemented. Lenslet arrays and aspheric lens can be ordered using the data analysis performed in ZEMAX and shown here. Once the LLA is manufactured and tested, the full architecture of the SPHOC/SPHRAM may be implemented.

Because of the lack of translation-invariance and the complex problems facing accurate correlation when non-orthogonal images are searched, the SPHOC will not likely be a useful tool for high-speed database search. However, the SPHRAM has the potential to become a very high-speed holographic memory. This type of memory can be used as the source database for a real-time optical correlator. Because the holographic database is separate from the correlator, the correlator itself can use a thin material and thus perform translation-invariant correlations. This “holographic smart eye” can be used for the same applications as described here for the SPHOC. A working prototype of the smart eye was developed and is discussed in Chapter 8.
6 Disc-based Holographic Memory System

6.1 Introduction

The SPHRAM can be used to create a high-speed real-time holographic smart eye. The SPHRAM serves as the high-speed image database for this search system, while a real-time Vanderlugt correlator performs the translation-invariant correlations. Chapter 7 details the efforts to develop the real-time correlator, while the SPHRAM is still being developed, as described in Chapter 5. Concurrently with the development of the SPHRAM, we have constructed a disc-based holographic memory system to fulfill the needs of the real-time correlator.

Several institutions and corporations, most notably the PRISM and HDSS consortiums, have already created read-only holographic memory systems. Their body of research is extensive, and we have tried to incorporate proven methods and techniques where resources permit. However, the focus of this project was not to create a state-of-the-art holographic data storage system—the SPHRAM can potentially exceed the performance of those systems once it is complete. Rather, it is to determine the viability of a real-time correlation system using a variety of materials and techniques. In order to advance this goal, we have created a disc-based holographic memory. The following purposes are served by this: First, it serves as a holographic database providing images for use in the real-time correlator. The SPHRAM design has a higher potential performance, but before the SPHRAM can be built, the LLA component must be built and tested. During this time, the real-time correlator can be tested using a simpler disc-based holographic memory.
Second, the disc-based holographic memory system allows the exploration of various materials available for usage as HMUs. The system was designed with three materials in mind: the Aprilis CROP media, the Memplex polymer media, and our own LAPT disc media. Any media that can be mounted onto a standard CD-ROM size mount can be used in the system.

Finally, the system allows for the testing of different holographic multiplexing techniques, most notably angle-multiplexing and shift-multiplexing. The system described here uses angle-multiplexing, but can be easily expanded to include shift multiplexing with the addition of a few optical elements.

The holographic disc memory is a read-only memory. There is currently active development of erasable, read-write, holographic materials. However, at this time there are none that are commercially available, nor are the developmental materials ideal for a robust holographic disc-based memory system. Although a read-write holographic memory system would add a certain degree of engineering complexity to the system, the bulk of the research issues and performance benchmarks can be accomplished with a read-only system.

### 6.2 Design Overview

#### 6.2.1 Write Architecture

The holographic memory disc writing architecture is shown in Figure 6-1. The system is controlled by a computer program running on a standard personal computer. The user interface is at the left of the diagram. Positioning offsets can be set to control the exact position of the disc relative to the writing beams. The user chooses which image data is to be written in which locations, as well as the number of locations on the disc to write and the start and end locations. In this way, portions of the disc may be written separately. An exposure schedule can also be
specified. Once the user parameters are set, the recording may begin. The write architecture is composed of a rotation stage to spin the disc, a translation stage to move along the axis of the disc, two galvanometer mirrors to change the angle of incidence of the reference beam for angle multiplexing, a spatial light modulator, and a shutter to control the exposure times.

![Figure 6-1: Block Diagram of the Write Architecture](image)

A typical recording would proceed as follows. After entering the required user data, the computer control program automates the rest of the recording process. The rotation stage spins the disc to the first $\theta$ position, and the translation stage moves to the first $r$ position (each recording location is specified in polar coordinates). At each recording location, the control program sets the galvo mirrors into their start position. Image data is sent to the SLM, and after a short delay to allow the electronics to present the SLM screen with the image data, the shutter is opened. The amount of time for each exposure is controlled by the computer control program, which reads the exposure data from the file provided by the user and sends the correct exposure time to the shutter. When the shutter is opened, half of the laser light illuminates the SLM and
carries the image data to the disc, while the other half traverses a path through the galvo mirrors and creates a reference beam. Both beams are incident on the disc at the writing location, and a hologram is created. The control program then closes the shutter, moves the galvos to the next location, changes the data on the SLM screen to the next image, and then opens the shutter for the next exposure. This process is repeated until all the images for the location are written. The translation stage is then moved to the next axial position, and the process is repeated. When all axial locations are completed, the rotation stage moves to the next \( \theta \) position, and the entire process repeats until the recording is complete.

### 6.2.2 Read Architecture

The read architecture of the disc-based holographic memory system is described here. A block diagram of the system is shown in Figure 6-2. The read architecture consists of a control program running on a personal computer. The control program has a user interface from where the user may select a location at random to read data. The control program takes the location information (angle, position, and galvo angle), and sends the appropriate commands to the motion stage hardware and galvo controller. A CCD camera captures the image output and sends it to the control program.
The memory may be operated in random-access mode, where the user selects any memory location to read, or it may be operated in a sequential mode, where all memory locations are read out sequentially. The latter mode is useful for the holographic smart eye system, described in Chapter 8.

### 6.3 LAPT Disc-based Holographic Memory System

#### 6.3.1 Overview

The disc-based holographic memory system was designed to provide as much flexibility as possible. The system can use a projector-based digital light projection (DLP), an SLM, or a ferroelectric liquid crystal-based SLM (FLC-SLM). The HMU is mounted on a motorized rotation stage, which is then mounted on a motorized linear translation stage. Additional micrometer-driven stages between the components allow the precise positioning of the holographic material at the recording plane (the plane where the image and reference beams overlap). The rotation stage allows shift-multiplexing to be used, while a pair of galvanometer mirrors placed in the reference beam path allows for angle-multiplexing. The HMU mount
allows for one of three different types of materials to be used: an Aprilis holographic media
disk, a Memplex holographic coupon, and a LAPT-manufactured square holographic plate. The
system has so far been successfully tested with all three material types, both SLM types, and
angle-multiplexing.

The implementation of the LAPT disc-based holographic memory system is shown in
Figure 6-3. The media in use are all sensitive to blue-green light, so the chosen light source is a
frequency-doubled Nd:YAG laser at 532 nm with a linearly-polarized output. The laser beam is
sent through a spatial filter to expand the beam to 2” and to create a uniform beam profile. A
polarizing beamsplitter cube is used to divide the beam into a reference beam and an image
beam. This is done so that a half-wave plate can be used to control the amount of light that is
directed to either path, which is necessary to control the ratio of power between the reference and
image beams. To ensure that both beams are of the same polarization at the holographic disc,
another half-wave plate is used.

The reference beam is bounced off of two galvanometric (galvo) mirrors. The two galvos
are placed in an equilateral triangle with the recording spot at the holographic disc. This is done
so that when one mirror is rotated, the other can also be rotated to change the angle of incidence
at the recording spot without displacing the reference beam from that spot. This is the principle
of angle-multiplexing. If shift-multiplexing is desired, the galvo mirrors can be held in place.
The image beam is sent to an SLM. Pictured in Figure 6-3 are both the DLP projector SLM and the Boulder Nonlinear FLC SLM. Both SLM's are reflection type and a series of flip mirrors can be used to select one or the other. After reflecting from the SLM carrying the image, the beam is sent through a 4f optical imaging system to the recording spot. The 4f system is designed to reduce the image size by half. After the holographic disc, another set of 4f optics is designed to bring the read out image to a CCD camera.

The galvos, SLM, translation/rotation stages, and the CCD camera are all controlled through a LABVIEW-enabled PC. A shutter for the laser is also controlled by the PC. LABVIEW programs were written to control writing, readout, and correlation search of the holographic disc.
6.3.2 Beam Conditioning

The laser used for this system is a Coherent Verdi V5 5.5 W frequency-doubled ND:YAG laser. It is linearly polarized vertically with respect to the optical table, which is s-polarization in the plane of rotation of the optics. The beam at the laser output is only 2.25 mm in diameter, so before it can be used with either SLM or as a reference beam, it must be expanded so that it covers the entire frame of either SLM. The beam is expanded using a microscope objective. A pinhole aperture is placed at the focal spot to perform spatial filtering of the beam to remove any artifacts and leave an undistorted beam. The spatial filter is from Edmund Optics and is shown in Figure 6-4.

![Figure 6-4: Spatial Filter](image)

A 2" lens is used to collimate the expanded beam after it has passed the spatial filter. 1" optics are used throughout the rest of the architecture, but using a 2" lens to collimate the beam allows a more uniform beam distribution and allows us to use just the center of the collimated beam, avoiding the diffraction effects from the edge of the collimating lens. The spatial filter must be checked for alignment before proceeding each time, because even a small shift in the beam’s position as it enters the microscope objective can lead to a large reduction in output power and beam quality.
After passing through the spatial filter, the beam passes a 1\" square mask, and a polarizing beamsplitter cube splits the beam into reference and image beams. The mask shields unwanted stray illumination from reaching the rest of the optical system. A half-wave plate placed in the optical path prior to the polarizing beamsplitter allows the rotation of the polarization of the beam, which in turn determines the percentage of light that is passed and reflected from the splitter.

![PBS cube, Mask, and Half-wave Plate](image)

The polarizing beamsplitter cube reflects s-polarized light and transmits p-polarized light. In other words, it breaks the linearly polarized light up into its component vectors with respect to the optical axis of the beamsplitter. So that the polarization of the reference and image beam is the same, a half-wave plate is also used after the beamsplitter, in the path of the transmitted beam, so that both beams are s-polarized. The mask, polarizing beamsplitter cube, and half-wave plate are shown in Figure 6-5.

### 6.3.3 Image Beam: Spatial Light Modulator

After the light is split into image and reference beams, the image beam falls on one of two possible spatial light modulators. The SLM that is used is many of the experiments
described here is a modified DLP projector. DLP technology uses a Digital Micromirror Device (DMD) to create an image. Each pixel is a micromirror mounted on a silicon backplane. Each pixel can be set to a voltage that causes the mirror to rotate towards or away from the exit aperture, thus either showing a light pixel or a dark pixel in varying degrees.

The DLP SLM was created by removing the DMD chip and substrate from the body of a projector, and mounting them on a suitable support. Instead of the light bulb from the projector, the laser light is reflected off the DMD chip and the reflected light carries the image. Just like a normal projector, it displays whatever is connected to it. The SLM is connected to a PC, and to display an image on it, the desired image is simply shown on the PC screen. The DLP SLM is shown in Figure 6-6.

![Figure 6-6: DLP SLM](image)

This SLM works as a reflection device. A small angle of incidence is necessary, and apertures are necessary to block multiple orders. Computer control of this SLM is performed by using a section of custom C code in LabVIEW to display the desired image full-screen on a secondary display. The computer system has a video card that allows multiple displays, so while the primary display shows the control program, the secondary display is connected to the projector body and can display the image data. The display has 800x600 pixels and can display 256 values of grayscale.
The holographic memory can also be used with a Boulder Nonlinear FLC SLM. This SLM is shown in Figure 6-7. It is a 512x512 pixel device that can display in 256 values of grayscale as well. It uses a ferroelectric liquid crystal screen as a voltage-variable polarization rotator. Because of this, it also requires some type of polarizer to display proper images.

![Figure 6-7: FLC SLM](image)

The FLC SLM operates in the following manner. The FLC display acts like a half-wave plate that can rotate its fast axis. In other words, it is a variable polarization rotator. Any given pixel in the display will rotate the polarization of the incident light in proportional with the applied voltage, with a maximum rotation of $+\pi/8$ or $-\pi/8$. A half-wave plate is used to orient the incoming linearly polarized E-field at $-\pi/8$ with respect to the normal fast axis position. If the fast axis is shifted $-\pi/8$, the fast axis will be in line with the E-field and a uniform half-wave phase modulation will be applied to the E-field, and no change will be observed through a polarizer. However, if the fast axis is rotated $+\pi/8$ instead, it will now be aligned with the y-component of the E-field and perpendicular to the x-component. This will cause the y-component to see a phase shift while the x-component is unchanged, leading to a rotation of 90 degrees of the polarization of the reflected light. This is shown in Figure 6-8.
When viewed through a polarizer, pixels that have had their polarization rotated can be discriminated from those that have not. A voltage that causes a rotation between plus and minus $\frac{\pi}{8}$ will lead to grayscale values. The architecture for the FLC SLM is shown in Figure 6-9.

The FLC SLM has its own control program and control board inside the PC. The control board is a PCI board that also has two signal lines for controlling an external shutter. Because the device is an FLC type SLM, it must be DC-balanced. A negative image must follow each
positive image in order to avoid any net voltage, which could damage the display. The PCI board control lines output a square-wave signal corresponding to the positive and negative image timing, so that a shutter may be used to allow only one or the other. The control lines are connected to the data acquisition board of the PC, and LabVIEW is used to control the timing of the shutter, opening the shutter for each positive image and closing it during the negative image. This way the holographic material sees only the positive image.

6.3.4 Image Relay Optics

Both SLM's have displays that are made of discrete elements, or pixels. Because these pixels have a finite size with some small space in between them, they act as a diffraction grating when light is incident upon them. They are designed to reflect most of their light into the 1st reflected order; however, the other orders are still present along with the main order as the image propagates away from the screen. These orders may be filtered out, but they carry a significant portion of energy with them (~20% for the BNS SLM). In addition, the small pixel size means that diffraction affects the image quickly. To solve both of these problems, a set of image relay optics are used to transport the image beam from the SLM face to the holographic disc. This is a common optical system called a 4f imaging system (see Appendix 10.3).

In fact, at any point where an image is being transferred optically from one location to another, we make use of this image relay system to prevent diffraction effects from blurring and distorting the image. Such points include from the SLM to the holographic disc during writing, from the holographic disc to the CCD camera during readout, from the holographic disc to the optical correlator as part of the holographic smart eye device, and from the SLM to the optical correlator in the smart eye device.
The 4f system is also useful because it can reduce the size of an image without introducing distortion. The system is shown in Figure 6-10.

![Figure 6-10: Basic 4f System](image)

Figure 6-10: Basic 4f System

Figure 6-11: 4f System to reduce/expand image size

Figure 6-11 shows the configuration for reducing or expanding the beam. The 4f imaging system consists of two lenses spaced apart by the distance of their focal lengths. The image and object are also a focal length away, so the total imaging distance is four focal lengths. If the focal lengths differ, as in Figure 6-11, then the image is magnified or de-magnified by the ratio of the focal lengths.

### 6.3.5 Reference Beam Optics

As described in Section 6.3.2, the polarizing beamsplitter cube divides the conditioned beam into reference and image beams. The reference beam is directed to the holographic disc by a set of galvanometer mirrors (galvos). The galvo mirrors are from GSI Lumonics. They can be controlled through a LabVIEW interface. One of the two mirrors is shown in Figure 6-12.
The two galvos are arranged in a roughly equilateral triangle with the recording spot on the holographic disc. Changing the first galvo by an angle $\theta$ and the second by an angle $2\theta$ will result in an angle change at the recording spot without shifting the recording spot. This arrangement is shown in Figure 6-13.

Figure 6-13: Equilateral Triangle Arrangement of the Galvo Mirrors
The galvos have 32768 different addressable positions and a total angular rotation of 20 degrees. The galvos are accurate to 0.01%, which leads to a minimum resolvable angle of about 0.1 mrad. For a 1 mm thick holographic material, the Bragg angular selectivity for 30 degrees angle of incidence is about 0.5 mrad.

### 6.3.6 Exposure Schedule

As discussed in Chapter 2, the response of a photosensitive medium to light is a nonlinear-shaped curve. At first, the material response is roughly linear while the light is absorbed by the photosensitive agents. As the amount of photosensitive agent decreases, the amount of absorbed light also decreases until there is none left and the material becomes transparent. This is shown in Figure 6-14, which is a plot of the cumulative grating strength (sum of all grating strengths) as a function of the cumulative exposure (sum of grating exposures).

![Figure 6-14: Typical Material Response Curve](chart.png)

For co-locational holograms, the dynamic range of the material must be divided up amongst all the holograms. If the holograms are all written with equal exposure energy, the amount of
dynamic range given to each hologram will vary throughout the recording process, and the
diffraction efficiency of the holograms will differ greatly. This is shown in Figure 6-15 using the
material response curve for the Aprilis CROP material. The vertical dashed lines represent the
exposure value for each hologram. Each hologram is given an equal exposure of 50 mJ/cm².
The horizontal dotted lines intersect the exposure values at the material response curve and show
the amount of dynamic range allotted to each hologram. For example, the first hologram is
allotted just over 4 units of grating strength, while the second receives only 2, and the third uses
less than 1. The equal exposure value of 50 mJ/cm² is chosen to exaggerate the effect of this
problem, but it would be apparent even if the equal exposure value was chosen to be smaller.

The solution to this problem is to implement a recording schedule such that each
hologram receives an equal portion of the dynamic range (grating strength). This is shown using
the same Aprilis material response curve in Figure 6-16. Now the usable amount of the dynamic
range is decided, and then this amount is divided by the number of holograms to be written. In
this example, seven holograms are multiplexed in one location. The usable dynamic range is
determined to be 7. Although the material curve shows that the cumulative grating strength runs
all the way to 7.5 or so, the amount of energy required to achieve the extra dynamic range is
deemed unnecessary. A series of long exposures could be used to take advantage of the entire
dynamic range, but this would have two negative effects. First, the writing time for each spatial
location would increase drastically, as would the writing time of an entire disc. Second, because
it is impossible to keep adjacent spatial locations completely protected from stray light during a
disc recording, these long exposures would pre-expose adjacent areas, de-sensitizing them.

We divide the dynamic range equally among the holograms: the horizontal lines are
equally spaced to divide the dynamic range among the gratings, and then the vertical lines are
drawn to show the different exposure values. The figure shows that the initial exposures will be shorter than the later exposures to compensate for the nonlinear response of the material curve.

Figure 6-15: Equal exposure holograms
The recording schedule can be calculated graphically as shown above or analytically. If the cumulative grating strength (M/#) of the material is $A_{sat}$, and $A(E)$ is the function describing the curve in Figure 6-16, then each hologram should receive $A_{sat}/M$, where $M$ is the total number of holograms to be multiplexed. Then it is evident that:

\[
\frac{A_{sat}}{M} = A(E_n) - A(E_{n-1})
\]

\[
A(E_n) = A(E_{n-1}) + \frac{\partial A(E_{n-1})}{\partial E} E_n
\]

and so:

\[
\frac{A_{sat}}{M} = \frac{\partial A}{\partial E}igg|_{E=\sum_{i=1}^{n-1} E_i} E_n
\]

Equation (6.2) can be re-written in terms of the exposure time $t_n$: 

\[
\frac{A_{sat}}{M} = \frac{\partial A}{\partial E}igg|_{E=\sum_{i=1}^{n-1} t_i} t_n
\]
\[ t_n = \frac{A_{mut}}{I \cdot M \cdot \frac{\partial A}{\partial E} \sum_{i} E_i} \]  

(6.3)

where \( I \) is the total intensity of the writing beams.

Equation (6.3) provides a recording schedule for a photosensitive material. However, this method ignores the fact that in some recording materials, subsequent exposures can partially erase previous exposures. To take this effect into account, the procedure above (either graphical or analytical) can be iterated, using the new cumulative grating strength versus cumulative exposure curve each time. For writing the holograms in the Aprilis discs, a recording schedule was provided by Aprilis.

### 6.3.7 Holographic Disc Material

The holographic disc-based memory was designed to accommodate any holographic memory that could be formed into or mounted onto a CD-sized disc (120 mm diameter with a 1 cm mounting hole). The system was tested with two different materials: the Aprilis Cationic Ring-Induced Photopolymer (CROP) material and the Laser Photonic Technologies (LPT) photochromic polymer, Memplex™.

The Memplex photochromic polymer is a dye-doped poly(methyl methacrylate) material. It is formulated as a 1.5" by 1.5" square coupon that is 2 mm thick. The thickness makes it an excellent candidate for high-density storage, although the sensitivity of the material is quite low. The Memplex material is mounted in an aluminum frame for mounting as a disc. The material and mount are shown in Figure 6-17.
The Aprilis material is a 400 micron thick photopolymer pressed between two anti-reflection coated glass substrates. The material has a sensitivity of 1.5 cm/mJ and an $M_\#$ of 6.8.

The Aprilis disc is shown in Figure 6-18. The high sensitivity of the Aprilis material required a series of baffles and masks to ensure that no stray laser light would hit the disc during the writing. Further improvement could be gained by utilizing optics that are anti-reflection coated for 532 nm.

### 6.3.8 Writing Procedure

The writing of the holographic discs is controlled through a LabVIEW program running on a standard personal computer. There is a data acquisition and control card that can control multiple digital outputs and read multiple analog and digital inputs. The LabVIEW control
program controls the shutter for exposure control, the SLM display, the galvo mirrors for angle-multiplexing, and the translation and rotation stages. The images to be written are collected ahead of time and an exposure schedule is calculated as shown in Section 6.3.6. Offsets for the rotation and translation stages as well as the galvo can be entered to precisely align the recording. This is done in a test recording with a dummy media disc prior to the actual recording. The intensity of each beam is measured using an iris diaphragm of a set diameter with the detector perpendicular to the beam. For measuring the SLM beam, a blank white image is used to measure the maximum intensity in the SLM beam.

The disc is mounted to the rotation stage using a custom-built shaft. Once mounted, a series of baffles and masks are positioned to shield the disc from stray light. After this step, the optical table is allowed to settle. It is mounted on vibration isolation legs, and the air pump is switched off to prevent it from operating during the write. The holographic write program is shown in Figure 6-19.
Once the writing process begins, it is fully automated. The program automatically looks for images and exposure schedules in a pre-set directory structure. Each rotation angle is indexed from 0-31, and each rotation angle directory contains a sub-directory for each spatial location. An example location for a set of images would be C:sources03. This folder would reference the third spatial location in the 0 angle directory. Inside this directory would be a list of bitmap images, also indexed from 0. In addition, an exposure schedule file is contained in the directory. This allows each set of images to use a different exposure schedule if desired.
The writing process can be paused and restarted, or completed in increments. Once the disc is finished, it can be left on the mount or removed. A helium neon laser aimed at the edge of the disc allows re-alignment.

6.3.9 Results

There were several problems with the first Aprilis disc that was written. The mask that was in place in front of the disc did not adequately constrain the horizontal width of the beam. Therefore, portions of the adjacent spatial locations were pre-exposed, leaving images that were unevenly exposed on the sides. In addition, in the chosen geometry the reference beam clipped part of the rotation mount during some angles and scattered stray light into the disc. These problems were corrected by adjusting both the mask and the writing geometry so that the reference beam did not clip on any part of the mount and was the proper size. Because the reference beam angle changes with respect to the disc during angle multiplexing, so does its horizontal size. The maximum angle has the maximum corresponding width, and this width was used to calculate the proper spacing between spatial locations.

Figure 6-20: Image from the first disc
Finally, a miscalculation in the actual angles of the reference beam led to an incorrect angular bandwidth calculation. Images exhibited crosstalk noise as shown in Figure 6-20. Beyond correcting these problems, the laser power was increased to reduce the write time of the disc.

In the second disc, a series of different types of images were stored and retrieved. These are shown in Figure 6-21. They show the range of images that were stored. Binary data, silhouettes, aerial photographs of buildings and landscapes, and resolution charts were all stored in the second disc. Comparing Figure 6-21 and Figure 6-20, we can see that most of the crosstalk noise has been eliminated from the images.
6.4 Conclusion and Next Steps

The disc-based holographic data storage system described here was designed and built as a first generation system. Further improvement to the system to increase read and write speed as
well as image quality can be achieved by a combination of additional hardware and software.

Here, I describe some of the limitations of the current system along with possible solutions.

In general, with highly-sensitive media such as the Aprilis CROP media, stray reflection can reduce the available $M_s$ of the material in addition to causing readout noise. Anti-reflection coatings for all optics would be a significant step in reducing these reflections. Most of the optics used in this system have a broadband AR coating, which reduces reflections to less than 1%. A V-coat designed specifically for 532 nm could reduce the reflection to less than 0.05%, a 20x improvement.

For greater image density and a faster write time, the preferred SLM is the Boulder Nonlinear SLM. This SLM has a smaller pixel pitch as well as the ability to display images at up to 1 KHz. Currently the SLM is not controlled by the LabVIEW software. The BNS software is used to load the desired image sequence, and the PCI card control lines are used to time the shutter and galvo movement so that the holographic material is only exposed to the positive image. This has several drawbacks. The most severe is that no recording schedule can be used because this feature is not available in the BNS software. This becomes an issue when many images are recorded, which is the case in many desirable applications. In addition, faster recording times can be gained when using this SLM. The SLM is capable of a 1 KHz refresh rate, which would lead to a 500 Hz (because of the positive-negative image) writing operation. However, because the control lines must exit the PCI card and be re-acquired through the DAQ card, the software cannot accurately control the shutter and galvo timing this precisely. In the future, obtaining the source code from BNS would allow a custom C module to be written and used in LabVIEW to access the timings directly. This would allow for the implementation of both faster writing and an exposure schedule using the BNS SLM.
Currently the lenses used in the disc-based holographic memory are all spherical singlet lenses, usually in a 4f configuration. No aberration correction has been attempted. In order to provide a higher quality beam, aberration control should be implemented using pairs of positive and negative lens for beam expanders, and achromat doublet lenses for all 4f imaging systems. Precision achromats are corrected for nearly zero spherical aberration and coma, and, although designed to offer good performance at a range of wavelengths, work just as well at a single wavelength. In addition, a pair of achromat doublets with a low F/# could be used to replace the pair of galvo mirrors with just one galvo mirror. This could allow a larger total angle range for angle multiplexing.

These improvements along with adjustments to the code should allow a much higher-speed operation of the holographic memory hardware to further test the real-time correlator until the SPHARM is ready for use.
7 Real-time Vanderlugt Correlator

7.1 Introduction

The idea of correlation, or of a correlator, is not restricted to holography or even optics. Correlation is a mathematical operation that can be defined as:

\[ \int_{-\infty}^{\infty} f(x)g(x-y) \, dx \]  

(7.1)

The correlation operation determines how similar the functions \( f \) and \( g \) are to each other. The autocorrelation is the correlation of a function with itself, and has some usefulness that I will describe later. In any type of random search, where one is trying to match a given set of data with something that may or may not be in a database, the correlation function can be used. For instance, if one has an image (really just a two dimensional bit pattern), the correlation operation can be used with that image and every image inside a database to try to find a match. If there is a similar or exact match, the result of the correlation function is 1 or close to 1 (assuming normalization). Otherwise the correlation operation will return a value less than one, depending upon the similarity between the images.

This type of correlation operation is extremely useful in applications such as face recognition, fingerprint identification, target identification and tracking, and visual navigation and machine vision. Current techniques for correlation rely on electronic microchips to process the information serially and compare the images bit by bit. On the other hand, an optical correlator offers the ability to perform the correlation in parallel and can be constructed in a very simple and straightforward manner. This type of optical correlator was first described by Vanderlugt in 1963, and is known appropriately as the Vanderlugt correlator. A similar
method was described by Weaver and Goodman in 1966 and is called the joint transform correllator. These two configurations for optical correlators remain the most popular and used today.

7.2 Vanderlugt Correlator

The traditional Vanderlugt correlator proceeds in two steps. In Step 1, a filter is created by recording the interference pattern formed between a reference beam, usually a plane wave, and the Fourier transform of a signal beam, the query image. These two steps are shown in Figure 7-1. The Fourier transform of the signal beam is obtained using a lens (see Appendix 10.2).

Mathematically, we represent the reference beam as a plane wave traveling at an angle $\theta$:

$$U_{\text{ref}} = e^{-jk\sin(\theta)x}$$  \hspace{1cm} (7.2)

where $k$ is the wavenumber ($2\pi/\lambda$). This can be re-written in the form $U_{\text{ref}} = \exp(-j2\pi\alpha x)$ where $\alpha = \sin(\theta)/\lambda$. The signal beam image is represented by $h(x,y)$ and is presumed to be

![Figure 7-1: Vanderlugt Correlation Steps](image-url)
traveling normal to the holographic filter medium. The Fourier transform of \( h \) as obtained by the lens is \( H(x, y) \).

At the holographic filter in Step 1, the interference of \( U_{ref} \) and \( H \) is formed. The material records the intensity of the interference pattern, and the transmittance of the filter becomes:

\[
\begin{align*}
    t_{\text{filter}} &= |U_{\text{ref}} + H(x, y)|^2 \\
    t_{\text{filter}} &= \left| e^{-j k \sin(\theta)x} + H(x, y) \right|^2 \\
    t_{\text{filter}} &= 1 + |H|^2 + e^{-j k \sin(\theta)x} H^*(x, y) + e^{j k \sin(\theta)x} H(x, y) \\
\end{align*}
\]  

(7.3)

In the second stage of the Vanderlugt correlation process (Step 2 in Figure 7-1), the filter created in Step 1 is read using the Fourier transform of a second signal. If the second signal is represented as \( g \) and its transform as \( G \), then after the filter the field is:

\[
\begin{align*}
    U_{\text{after}} &= \left[ 1 + |H|^2 + e^{-j k \sin(\theta)x} H^* + e^{j k \sin(\theta)x} H \right] G \\
    U_{\text{after}} &= G + G |H|^2 + e^{-j k \sin(\theta)x} H^* G + e^{j k \sin(\theta)x} H G \\
\end{align*}
\]  

(7.4)

The final lens in the correlator just before the detector performs a final Fourier transform on the field in equation (7.4). Ignoring the two terms that appear at 0 degrees, the field that is seen at the detector is:

\[
\begin{align*}
    U_{\text{after}} &= F.T. \left\{ e^{-j k \sin(\theta)x} H^* G \right\} + F.T. \left\{ e^{j k \sin(\theta)x} H G \right\} \\
\end{align*}
\]  

(7.5)

Using the convolution theorem transforms along with the Fourier transform pair \( F.T. \{ \delta(f - a/2) \} = e^{j \alpha x} \), we see that the two terms in equation (7.5) are:

\[
\begin{align*}
    h(x, y) \otimes g(x, y) \otimes \delta(x + \alpha, y) \\
    h^*(-x, -y) \otimes g(x, y) \otimes \delta(x - \alpha, y) \\
\end{align*}
\]  

(7.6)
The first term is the convolution of h and g, and the second term is the correlation of h and g. The two terms are separated from the 0 degree terms in the plane of the detector by $\alpha$. The detector can be moved and fitted with an aperture so that only the correlation term is seen.

The Vanderlugt correlator as described has the potential to be useful as the key element of an optical database search, but the need to create a filter for each new query severely limits its application. However, if a material can be found where the filter can be refreshed dynamically, then after one query is finished, the filter can be erased, a new one created, and the process started anew.

In the Joint-Transform correlator, the Fourier transforms of both functions to be correlated are used to create a holographic filter. A plane wave beam is then used to record this filter and the diffracted beam is again proportional to the correlation. This architecture is shown in Figure 7-2.

![Joint Transform Correlator Diagram]

Figure 7-2: Joint Transform Correlator
In both cases, a lens is used to transform the images into their Fourier transforms. Although these figures show the architecture in two dimensions, the signal beams and reference beams extend in the third dimension. That is, each signal beam is a 2D “page” of data. Thus, the optical correlation operation processes the entire page of data at once. For a typical data page of 1024x1024 bits, this is equivalent to about 1 MB of data that can be correlated in parallel, in the time it takes light to traverse the system. For the type of optical correlator described above, either the Vanderlugt or Joint-Transform correlator can be used with no significant advantage to one or the other. However, in real-time correlation, the Vanderlugt architecture has a benefit, as discussed below.

### 7.3 Real-time Correlation

In a real-time holographic material, the nonlinear response of the medium is fast enough to respond to the intensity of the fields present within milliseconds. The nonlinear response of the material creates an index of refraction modulation which creates a temporary hologram. While the beams are present, the grating is strong. Soon after the beams are removed the hologram decays. The response time and decay time are characteristic of the specific material being used.

For most materials, the response time is slow. Photorefractive crystals typically have response times of the order of seconds, while materials such as the NDT photorefractive polymer can have a response time of up to 15-30 ms. During real-time correlation, all four beams are present (two beams writing the filter/grating, one read beam, and one diffracted beam). If we choose to use the Joint-Transform correlator architecture as shown in Figure 7-2, each time the query image is changed, a new grating is written in the material. This would lead to
unacceptably slow performance. If however, we choose the Vanderlugt configuration, the query image can be used with the reference beam to create a holographic filter (in the form of a real-time grating) that can then be used to search an entire database. Once every image in the database has been correlated with the query image, the query can be changed and the search started anew. In this way, the response time of the material only plays a part in determining the speed of switching query images, not the speed of the database search.

7.3.1 Vanderlugt Configuration

Figure 7-3 shows the architecture for the real-time Vanderlugt correlator. The plane wave reference and signal beam #1 are both polarized in the same direction, ideally polarized perpendicular to the plane defined by the angle between them. The signal beam #2 is polarized in the plane of the figure, orthogonal to the reference and first signal beams. The material responds to the intensity of the interference pattern between the reference and signal beam #1 to create a grating. The signal beam #2 is incident in the opposite direction as signal beam #1 and diffracts off the grating along the same angle as the reference beam. A polarizing beamsplitter can be used to pick out the diffracted beam, which is orthogonal in polarization to the reference beam as well. The signal beams are chosen to be counter-propagating so that their respective Fourier transforms can be precisely aligned.
Once the grating is written by the reference beam and the signal beam #1, it need not be changed until a new query image is desired. For instance, once the grating is written, the reference and signal #1 beams can remain constant while the signal #2 beam is changed at high-speed and the correlation is measured. The correlation operation itself proceeds in the time it takes the light to traverse the grating and lens, so the operation is limited only by the detector and signal-to-noise ratio requirements.

7.3.2 Phase-conjugation Configuration

Figure 7-4 shows an alternative configuration that can be used to test the real-time material before its use in the correlator. This configuration is known as phase-conjugation. By counter-propagating the reference beam using a mirror, the diffracted beam becomes a phase-
conjugate of the original signal beam \#1. The quarter-wave plate receives two passes and acts like a half-wave plate to rotate the polarization orthogonal to that of the writing beams. The phase-conjugate readout can be seen by examining the system as follows. The signal beam is denoted by \( h \) and the reference beam by \( r \). The intensity pattern at the holographic material is then:

\[
|r + H|^2 = |r|^2 + |H|^2 + r^*H + rH^* \tag{7.7}
\]

where the capitol letter \( H \) is the Fourier transform of \( h \) as obtained by the lens. Counterclockwise propagating the reference beam is akin to applying the field \( r^* \):

\[
r^*|r + H|^2 = r^*(|r|^2 + |H|^2) + (r^*)^2H + |r|^2H^* \tag{7.8}
\]

The result is a term traveling along the \( r^* \) direction, a term along the \( (r^*)^2 \) direction, and finally a term traveling along the \( H^* \) direction. This last term is the one of interest. Note that this is not a mirror image, but a phase-conjugate image that will arrive at the signal beam’s origin with none of the defects of the optical system. Phase-conjugation is itself a subject of much research with many applications in signal processing and imaging, but here it is used to experimentally determine the parameters of the real-time material.
7.3.3 Photorefractive Polymer

The photorefractive polymer used in these experiments was provided by the Nitto Denko Corporation. The samples are 30 microns thick and require a voltage of approximately 50-75 V per micron. The samples also require operating angles of more than 45 degrees to properly align the optical fields with the crystal axis of the material. The material is shown in Figure 7-5.
The material was tested in the phase-conjugate geometry to establish the proper intensity balance between the three beams. Because the ultimate goal was to establish a correlator with this material, the phase-conjugate geometry was used exactly as shown in Figure 7-4 with a Fourier transform lens in place to transform the signal beam. The Fourier transform of most images has a large DC component, which presents a challenge to a proper phase-conjugation because the dynamic range of most materials is not large enough to properly record both the DC component and the high-frequency components. For example, a typical image is shown in Figure 7-6.

Note that the extremely bright center (DC) spot overshadows the higher-frequency components spread out along the axes. If the reference beam is set to an intensity that will record the DC
component well, the high frequency components will have a very low fringe visibility because the reference beam will be many times stronger. However, if the reference beam is set to an intensity that is proper for recording the higher-frequency components, the DC component will be overexposed and may become partially or fully burned out and blocked.

In fact, blocking the DC component is a desired effect in performing optical correlation and is typically referred to as “edge-enhancement”. Because many images have a strong DC component, they will all have a significant amount of diffraction from the grating produced by the DC component. Removing the DC component produces an edge-enhanced image and provides a much cleaner correlation. For example, consider the two images shown in Figure 7-7. The images are clearly different (rotated), but contain an equal DC component.

![Figure 7-7: Two Dissimilar Images](image)

We performed a self-correlation of the image on the left and compared it to a cross-correlation between the two images without using edge-enhancement. This is shown in Figure 7-8. On the left, the cross-correlation still produces a significant amount of light, and although the self-correlation on the right shows a strong center peak, the peak is broad. For translation-invariant correlation, the exact position of the output peak can be used to determine movement for target tracking, and the broadness of the correlation peak can obscure movement. Also, the amount of light present in the cross-correlation can interfere with thresholding algorithms.
After blocking the DC component, the edge-enhanced image will look similar to the image in Figure 7-9.

The self- and cross-correlations between the images after edge-enhancement is shown in Figure 7-10. The cross-correlation is almost zero, and the self-correlation is a bright sharp peak in the center of the frame.
In practice because the materials rarely have the dynamic range to record all the frequencies, it is a simple matter to set the reference beam to the level of the higher frequencies, which causes the DC component to be saturated and blocked, effectively providing an edge enhancement.

Experimentally, the phase-conjugation configuration was used to test the proper level of the reference beam for edge-enhancement.

### 7.3.4 Experimental Results

The phase-conjugation and correlation configuration used in the experiment is shown in Figure 7-11 and Figure 7-12. The NDT material is mounted on a Teflon™ stage, which is then mounted on a conventional optical stage. This is to electrically isolate it from the rest of the table. A voltage amplifier provides up to 3kV across the material to provide the proper bias voltage. The laser beam from a Coherent Verdi frequency-doubled ND:YAG (532 nm) laser is used as the coherent light source. The beam is expanded and divided into reference and signal beams. The signal beam reflects from an SLM to pick up the signal image. Two Pulnix CCD cameras are used to capture the phase-conjugate image and correlation image.
Figure 7-11: Phase-conjugation/Correlation Experiment

Figure 7-12: Diagram of Phase-conjugation/Correlation Experiment
Both the reference and signal beams are s-polarized. They arrive at the NDT material spaced 30 degrees apart from one another and another 30 degrees from the normal to the material. These angles satisfy the material restraints and provide a good diffraction efficiency.

In self-correlation mode, the signal beam #1 creates a grating with the reference beam, passes through the NDT material, and is retro-reflected by a mirror and through a quarter-wave plate. After the reflected beam passes through the Fourier transform lens, a Fourier transform of the reflection is incident on the NDT material and the grating that is being written by the two s-polarized beams. Because of the symmetry of the Fourier transform, this beam incident upon the gratings is exactly equal to the signal beam #1 but reversed in direction. When the retro-reflected beam arrives at the NDT material, it is polarized orthogonal to the beams that are writing the grating. The correlation beam that diffracts from the grating is also polarized in the p-plane and diffracts in the direction of the reference beam, as shown earlier. It is separated from the reference beam by a polarizing beamsplitter cube and is focused by a lens onto one of the CCD cameras. Because the signal beams #1 and #2 are identical, the self-correlation is obtained.

In phase-conjugation mode, the same grating is created between the reference and signal beam #1; however, in this mode the signal beam is blocked after the NDT material so that no retro-reflection occurs. Instead, a mirror and quarter-wave plate combination placed after the NDT material in the path of the reference beam retro-reflects the reference back to the material. The reflected reference is p-polarized and diffracts in the direction of the signal beam. As shown above, the diffracted beam is the phase conjugate of the signal beam #1 and is also polarized in the p-plane. A polarizing beamsplitter cube selects the phase-conjugate beam and directs it to a CCD camera.
Experimentally I proceeded in two stages. First, the phase-conjugation experiment was run to evaluate the material and to find the proper reference beam intensity level for edge enhancement. Second, the self-correlation experiment was run to determine if the experimental correlations matched the predicted correlation image patterns. Table 7-1 shows the results for four different images. Row 1 of the table shows the phase-conjugate image. The phase conjugate images in 1a and 1b are only mildly edge-enhanced. Compared to their original images 2a and 2b, the phase-conjugates show some loss of the DC component but not enough to render them completely high-pass filtered. The phase-conjugate images in Cell 1c and of the airplane in 1d both show edge-enhancement.
Row 3 of Table 7-1 shows the MATLAB computed self-correlation of each of the images shown above it in Row 2. Row 4 shows the experimental self-correlation result for each of the corresponding images in Row 2. The experimental correlation results are in good agreement with the predicted correlation results. There is some distortion present, which is caused by the thickness of the material and the lack of anti-reflection coatings. Each of the beams in the
material reflect from the opposite surface and back again. The reflections are generally not large, but the first reflections are significant enough to create secondary gratings that can add noise and distortion to the readout. Also, the readout beam will bounce inside the material and readout multiple copies of the correlation, spaced slightly apart. This problem can be eliminated by adding AR coatings to the glass substrates of the NDT material. Because we operate at a single wavelength, it is possible to suppress the reflections at better than 500:1, which is more than enough to eliminate this problem. The NDT material is still in the development phase and the cost of adding AR coatings is not justified at this point. However, it is a simple matter to use AR coated glass in subsequent experiments.

In order to further test the alignment of the material and the beams, another self-correlation test was run, this time using a pair of F-16 airplane images in a top-bottom configuration. The result is shown in Figure 7-13.

![Figure 7-13: Correlation of a Pair of Jets](image)

It was found that in order to have robust correlation, the alignment of the two Fourier transformed signal beams needed to be precise. The two beams needed to be as nearly counter-
propagating as possible to achieve clean correlation signals. It is possible that if the material were thinner, the alignment may not need to be quite as precise. The alignment issue can also be mitigated somewhat by using a longer focal length lens for the Fourier transform operation—a longer lens spreads the transform over more area, making it more tolerant to misalignment.

### 7.4 Conclusion and Next Steps

The real-time Vanderlugt correlator shown here can be combined with a high-speed holographic data storage system to perform high-speed database searches. This has applications ranging from target detection to robot vision. The ultimate goal for the high-speed holographic smart eye system is to combine this type of correlator with a super-parallel holographic memory. However, while the SPHRAM is under development, the holographic smart eye concept has been tested using a more conventional disc-based holographic memory.

Several improvements could be made to the real-time correlator system. First and foremost, the material itself has several undesirable characteristics. It is typically made no smaller than 30 microns thick while anywhere between one and five microns allows enough translation invariance to cover the entire SLM screen. This material requires a high (2-3 kV) voltage to operate, which makes it impractical for a compact system. The material also has the tendency to develop semi-permanent ghost gratings when used for long periods of time. Also, the maximum diffraction efficiency of the material for 532 nm write and read is only about 50%.

Besides improving the material itself, the real-time correlator could be improved by using higher-quality AR-coated optics, along with higher precision polarization optics (half/quarter-wave plates, polarizing beamsplitter cubes). The polarizing beamsplitter cubes in particular are
designed for broadband applications, and as such do not provide a high level of polarization suppression.

These steps will increase the fidelity and strength of the correlation and ensure that the real-time correlator can handle an extensive search using a high-speed holographic memory as the input database.
8 Holographic Smart Eye

8.1 Introduction

Many applications require rapid target identification. Defense applications include target tracking, friend or foe identification, and visual navigation for unmanned aerial vehicles (UAVs). Other applications include fingerprint identification, vegetation and pollution mapping, and robot vision. These applications all have the same structure: A target, or query, image has been acquired by a sensor. The query is to be identified by comparing it to a database of known images. Currently, these types of searches are performed by conventional or specialized electronics, while the databases themselves are stored on hard disks or optics discs. This processing is serial in nature, and the databases are limited in size by the storage medium.

A holographic optical correlator utilizes the parallelism that is inherent in optics to perform this type of search much faster than a conventional microchip. Because the input to an HOC is a two-dimensional data page (either binary-coded data or actual images) and the processing itself takes place at the speed of light, an HOC can offer speeds that are not currently possible with current systems.

However, an HOC requires a database that can be read at a very high speed in order to meet its full potential. A holographic database has two key advantages: one, the data is stored and read optically, thus eliminating a digital to optic conversion step. Two, holographic storage density is many times greater than current optical disc or hard disk technologies and the read speed can also be high, of the order of gigabytes per second.

In this chapter, I will describe how a holographic smart eye can be constructed for a variety of applications. I then show experimental results for a functional holographic smart eye
constructed in our laboratory. Finally, I will detail the next steps to be taken in the development of the holographic smart eye.

8.2 Holographic Smart Eye Overview

Suppose a query image is acquired by some type of imaging sensor, as demonstrated in Figure 8-1. An image might be acquired by a UAV to try to identify a landmark on the ground for visual navigation, or a fingerprint could be captured by a fingerprint scanner, or the image might be acquired by a visual targeting system aboard an aircraft or helicopter. Once the image has been captured, it can be sent to the correlation system.

Shown in Figure 8-2 is a conceptualization of the holographic smart eye system. A diode laser (purple) beam is expanded, collimated, and sent through two different beamsplitters. One sends a portion of the beam to an SLM (shown in red and gold) while the other splits the remaining beam into two reference beams. One reference beam is directed through two galvo mirrors to the
holographic disc for readout. The other is directed by a mirror to the holographic optical correlator material (purple square).

Figure 8-2: Conceptualization of the Holographic Smart Eye

Meanwhile, the beam from the SLM is relayed to the holographic correlator material from the left, and the holographic disc readout is transmitted to the correlator material from the right in a counter-propagating geometry. The diffracted beam, shown in red, is separated from the correlation reference beam by a beamsplitter and sent to a CCD camera or other sensor.

A compact geometry similar to the one shown here is the ultimate goal for the holographic smart eye project. In compact form, it could be deployed in all of the applications discussed here.
8.3 Experimental Design

8.3.1 Introduction

The holographic smart eye combines a disc-based holographic memory and a real-time Vanderlugt correlator to form a high-speed database search system. This implementation has been done at a prototype scale on an optical table.

The disc-based holographic memory system was described in Chapter 6, and the real-time correlation system was detailed in Chapter 7. Here, I will show how the two systems were interconnected and how the holographic smart eye operates in search mode. I present the experimental results for the holographic smart eye search and describe the operating software. Finally, I discuss how the system can be expanded and improved in the future.

8.3.2 Experimental Setup

The experimental setup is shown in Figure 8-3. At the bottom of the figure, the beam from the Coherent Verdi laser is sent through a spatial filter to homogenize the beam. After the beam is re-collimated, it is split into three parts: the un-deflected section continues forward to form the reference beam for reading from the holographic disc. Two polarizing beamsplitters are used to divert portions of the beam into the correlation reference beam and the correlation signal beam #1.

The first PBS deflects a portion of the beam to the spatial light modulator. There is a half-wave plate placed prior to the PBS that can be used to control the amount of light that is directed to the SLM. The SLM used in these experiments is the projector-based digital light projection SLM and is a reflective type. After picking up the signal image from the SLM, the signal beam is directed through a series of 4f imaging systems to the real-time correlator. The
image plane of each 4f system is marked by a dashed line across the image plane. A Fourier transform lens presents the Fourier transform of the final image plane to the NDT real-time holographic material.

The second half-wave plate-PBS combination splits another portion of the beam to become the correlation reference beam. The un-deflected portion continues to a pair of galvo mirrors which can direct the beam at the proper angle to read out the holographic disc. The stored image is read out and passed through several 4f imaging systems to bring the image to the real-time correlator. In Figure 8-3, the dashed box on the left denotes the components of the real-time correlator while the dashed box on the right contains those of the disc-based holographic memory.
Figure 8-3: Experimental Design of the Holographic Smart Eye

The holographic smart eye system is controlled by a LabVIEW program that is a modification of the code used to control the holographic disc memory. The program interface is shown in Figure 8-4. The user controls the offsets and initial positions as well as the disc
geometry first. Then they can adjust the writing parameters for that particular disc, such as the number of multiplexed images and the angular spacing between them. The user can also choose the portion of the holographic disc to search. Finally, the user must select a query image. In this control program, the query image is selected from among four pre-set images.

<table>
<thead>
<tr>
<th>1.</th>
<th>2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLM Image</td>
<td>Number of images per Location</td>
</tr>
<tr>
<td>Radius of Disk</td>
<td>335</td>
</tr>
<tr>
<td>Offset</td>
<td>135</td>
</tr>
<tr>
<td>Axis 1 Initial Position</td>
<td>Start the Search</td>
</tr>
<tr>
<td>31</td>
<td>Degree</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3.</th>
<th>4.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angles and Positions indexed from zero!</td>
<td>Finished</td>
</tr>
<tr>
<td>Selected query #</td>
<td>STOP</td>
</tr>
<tr>
<td>Current Angle</td>
<td>Threshold</td>
</tr>
<tr>
<td># of Angles to Search</td>
<td>11000000</td>
</tr>
<tr>
<td>Current Angle Position (degrees)</td>
<td>24 bit image depth 2^24 = 16777216</td>
</tr>
<tr>
<td>Current X Location #</td>
<td>half is 000000</td>
</tr>
<tr>
<td># of X Locations for this angle</td>
<td>96% is 10099494</td>
</tr>
<tr>
<td>Current X Position (mm)</td>
<td>Image 4</td>
</tr>
<tr>
<td>Match</td>
<td>abort</td>
</tr>
</tbody>
</table>

![Smart Eye Control Program](image)

**Figure 8-4: Smart Eye Control Program**

However, the program is easily extendable to searching with any query image. The user must also select a threshold level. As the program searches, any correlation images with a peak higher than the threshold will register a correlation. The search proceeds automatically, with the data in Box 3 shown to provide the user with an update of which location and angle are currently being searched.
8.3.3 Results

The holographic smart eye was tested with one of the Aprilis holographic discs that had been written to test that media. The query image was image number 3 in Figure 8-4. The search was run three times to ensure that the result was consistent. The results of the correlation search are shown in Table 8-1.

<table>
<thead>
<tr>
<th>Search #1</th>
<th>Search #2</th>
<th>Search #3</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Table 8-1: Results of the Holographic Smart Eye Search

In order to produce consistent correlation results, it was necessary to ensure that the query image and the holographic database image beam paths were aligned exactly counter-propagating to each other. If this is done properly, inserting a white card at any of the image planes in the 4f imaging systems in Figure 8-3 should show both images exactly in focus and aligned, one on each side.

In addition, it is necessary to have the proper intensity level ratio between the three beams interacting at the real-time holographic material. The query and reference beams must combine to create an edge-enhanced grating at the material, as described in Chapter 7. There must be enough intensity left in the holographic disc reference beam to read out the database image with enough intensity to register the correlation image. Because this reference beam is diffracted twice—once at the memory and then again at the real-time correlator, this beam...
typically carries the bulk of the power. When tweaking the intensity level ratios, it is also important to ensure that the intensity of the query image beam does not rise too high. Because it has such a strong DC component, the intensity at that spot can cause a breakdown in the material if it is too intense, causing the voltage to burn a hole through the material and rendering it useless.

The grating formed in the NDT material is unstable. Vibration carried through the high-voltage cables to the material causes the grating strength to flicker, and, as a result, the correlation must be performed with an intense reference and query beam. This causes the material to carry a ghost grating, so that even when the grating is washed out by vibration, the residual ghost grating is enough to continue the operation. This makes it very difficult to perform multiple consecutive searches. If the grating could be maintained in a stable fashion, less power would be required, and ghost gratings would not be as much of a problem.

Stabilizing the grating is also important for making the correlation search as robust as possible. Currently, because the grating strength flickers, so too does the diffracted correlation output. This makes it difficult to set a threshold level that will give accurate results, especially when comparing similar images.

8.4 Conclusion and Next Steps

The holographic smart eye is made of two component systems—a real-time Vanderlugt correlator and a disc-based holographic memory. At this point, the system is limited in search speed by the disc-based holographic memory. The real-time correlator can support any increase in speed that can be obtained in the database image readout. Careful optimization of the LabVIEW control program should yield improvements on the galvo mirror seek time and
translation stage movement time. The CCD control software can also be improved. Currently it is a custom code module using a TWAIN interface to the Epix software package, which in turn interfaces directly to the capture board in the computer. Source code can be purchased so that a custom code module could directly access the capture board, bypassing the slow TWAIN interface. The speed at which the CCD can capture correlations is the current limit on the overall search speed. Even without any changes to the translation stage and galvo code, an increase in the CCD access time can be used to increase the search speed of the system.

The search fidelity, on the other hand, is limited by the real-time correlator. Consistent and accurate results will require both an improved material as well as a better mechanical and optical system. Tests can be done to isolate the cause of the grating flicker in the NDT material. The likely cause is the high-voltage amplifier that is required to produce the 3kV bias. The generator itself has two large fans that disturb the air around the real-time correlator, which may be enough to cause the vibration effects we see. In addition, the wires that connect the voltage amplifier to the material may also transmit vibration directly to the sample. A system to isolate these cables from the vibration of the amplifier as well as a shield over the system to prevent any turbulent air from disturbing it may eliminate this problem. These improvements to the real-time correlator will ensure that when the SPHRAM is ready, the search speed will be limited only by the SPHRAM.

In addition to the improvements of the real-time correlator and disc-based holographic memory, the holographic search eye itself can be upgraded. The system hardware has the capability to receive wireless transmissions from a remote-guided helicopter mounted with a wireless CCD camera. This camera can transmit images to the host computer, which can then process the image and send it to the SLM as a query image. This capability could be
encapsulated in a custom code module and embedded into LabVIEW. This would allow the use of on-the-fly capture of query images for searching the database.

In summary, a functional holographic smart eye was constructed using a real-time Vanderlugt correlator and a disc-based holographic memory system. The system uses a real-time holographic material from Nitto Denko Corporation and a holographic data storage disc from Aprilis. I have described several improvements that can be made to the existing system without adding new hardware. In addition, once the SPHRAM is constructed, it can be added to the real-time Vanderlugt correlator to demonstrate very high-speed database searches. Finally, this holographic smart eye can be combined with a polarization-discriminating LADAR using a holographic Stokesmeter to create a polarization-sensitive search system. The massive storage capacity of a holographic database makes it an excellent candidate for storing both visual and polarimetric image signatures, and the SPHRAM provides high-speed access to the data. Combined with the holographic smart eye, the SPHRAM+HSE can search a large database and compare with the signatures acquired by the polarimetric LADAR.
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10 Appendices

10.1 Coupled-wave Theory

The coupled-wave theory approach to volume holographic gratings has been pursued by several authors. This Appendix shows an addition to the theory when more than one grating (multiplexed gratings) is considered, and derives the condition necessary for 100% efficient diffraction from all gratings.

Figure 10-1 illustrates the basic model used in this analysis. For simplicity, we consider first the combination of two read beams incident on a hologram with two gratings. We will then extrapolate the result for $N$ beams and $N$ gratings.

Figure 10-1: Two Multiplexed Volume Gratings

A further simplification is the assumption that the index of refraction is the same throughout the system. This model is used merely to simplify the notation. In reality the input and output angles would have to take into account refraction at the entrance and exit surfaces.

The scalar wave equation for this system can be written as:
\[ \nabla^2 E(x, z) + k^2 E(x, z) = 0 \]  

(10.1)

where \( k \) is the wavenumber, and \( E \) is the electric field describing all the oscillatory fields at the degenerate frequency, \( \omega \). Here, we assume the field to be TE polarized. An extension to TM or arbitrary polarization can be made in the same manner as illustrated in reference 13. We also assume that the field does not vary in the \( y \) direction, and express the field as the sum of the input (\( R_1 \) and \( R_2 \)) and the output (\( S \)) waves:

\[ E(x, z) = R_1(z)e^{-i\rho_1 z} + R_2(z)e^{-i\rho_2 z} + S(z)e^{-i\sigma z} \]  

(10.2)

The wavevectors for each of these beams are assumed to be of the same magnitude:

\[ \rho_1^2 = \rho_2^2 = \beta^2 \quad (10.3) \]

\[ \sigma^2 = \beta^2 \quad (10.4) \]

We also assume Bragg matching for each input beam:

\[ \vec{\sigma} = \rho_1 - \vec{K}_1 = \rho_2 - \vec{K}_2 \]  

(10.5)

where \( \vec{K}_1 \) and \( \vec{K}_2 \) are the grating vectors. Using phase matching terms, in the slowly-varying envelope approximation (SVEA) [22], the wave equation reduces to:

\[ C_{r1} \frac{\partial R_1}{\partial z} = -i\kappa_1 S \]  

(10.6)

\[ C_{r1} \frac{\partial R_2}{\partial z} = -i\kappa_1 S \]  

(10.7)

\[ C_s \frac{\partial S}{\partial z} = -i\kappa_1 R_1 - i\kappa_2 R_2 \]

Where

\[ C_s = \cos \Omega \]  

(10.8)

\[ C_s = \cos \Omega \]  

(10.9)
\[ \kappa_j = \frac{\pi n_j}{\lambda}, \quad (j = 1, 2) \]  

(10.10)

Here, \( n_1 \) and \( n_2 \) are the amplitudes of the index modulations, defined by:

\[ n(x, z) = n_0 + n_1 \cos \vec{K}_1 \cdot \vec{x} + n_2 \cos \vec{K}_2 \cdot \vec{x} \]  

(10.11)

Using boundary conditions that \( R_1(0) = r_1 \) (complex), \( R_2(0) = r_2 \) (complex), and \( S(0) = 0 \), the solutions to these equations, evaluated at the exit surface, become:

\[ R_1(d) = \kappa_2 A + \kappa_1 C R_2 B \cdot \cos(\alpha_0 d) \]  

(10.12)

\[ R_2(d) = \kappa_2 A + \kappa_1 C R_2 B \cdot \cos(\alpha_0 d) \]  

(10.13)

\[ S(d) = -i C \cdot \sin(\alpha_0 d) \]  

(10.14)

Where

\[ A = \frac{C R_1 \kappa_2 r_1 - C R_2 \kappa_1 r_2}{C R_1 \kappa_2^2 + C R_2 \kappa_1^2} \]  

(10.15)

\[ B = \frac{\kappa_1 r_1 + \kappa_2 r_2}{C R_1 \kappa_2^2 + C R_2 \kappa_1^2} \]  

(10.16)

\[ C = (\kappa_1 r_1 + \kappa_2 r_2) \left( \frac{C R_1 C R_2}{C S (C R_1 \kappa_2^2 + C R_2 \kappa_1^2)} \right)^{1/2} \]  

(10.17)

\[ \alpha_0 = \left( \frac{C R_1 \kappa_2^2 + C R_2 \kappa_1^2}{C R_1 C R_2 C S} \right)^{1/2} \]  

(10.18)

These equations are formulated in a way such that the energy flow is conserved in the \( z \)-direction:

\[ C R_1 |R_1|^2 + C R_2 |R_2|^2 = C S |S|^2 \]  

(10.19)

The intensity of the diffracted beam is \( I_d = F |S|^2 \), where the obliquity factor, \( F \), is given by:
The diffraction efficiency, \( \eta \), is given by: 
\[ \eta \equiv \frac{I_d}{I_0 + I_0} = \frac{I_0}{I_0 + I_0} \]

where \( \eta = 1 \) corresponds to the situation where the intensity of \( R_1 \) and \( R_2 \) fall to zero at the output, indicating that all of the incident power has been transferred to the diffracted beams.

One possible condition for achieving \( \eta = 1 \) is:
\[ d = \frac{\pi}{2\alpha_0} \]

and
\[
\frac{r_1}{r_2} = \frac{\kappa_1}{\kappa_2} \cdot \frac{C_{R2}}{C_{R1}}
\]

For symmetry, one can then infer that the general condition for \( \eta = 1 \) with \( n \) input beams is:
\[
\frac{C_{R1} \cdot r_1}{\kappa_1} = \frac{C_{R2} \cdot r_2}{\kappa_2} = \frac{C_{R3} \cdot r_3}{\kappa_3} = \ldots = \frac{C_{Rn} \cdot r_n}{\kappa_n}
\]

And:
\[
d = \frac{\pi}{2} \cdot \sqrt{C_S \cdot \left[ \sum_{j=1}^{n} \frac{\kappa_j^2}{C_{Rj}} \right]}^{\frac{1}{2}}
\]

This result shows that it is possible to combine \( N \) mutually coherent beams with 100% efficiency, provided some constraints are met.

### 10.2 Fourier Optics and the Lens

The application of Fourier theory to optics is an entire field of study in its own right; here, I show a few results that are often used in optics and optical design. For a complete treatment of the
subject, I recommend Goodman's *Introduction to Fourier Optics*, which is the source for the material reviewed here.

The basic tenant of Fourier theory is that any function $g(x)$ can be represented as a weighted sum of complex exponentials:

$$g(x) = \int_{-\infty}^{\infty} G(f) e^{i2\pi f x} df$$  \hspace{1cm} (10.25)

Of course, there are criteria that must be met for equation (10.25) to be true, but without delving into the details, it is sufficient to note that in all the cases dealt with in this thesis, the conditions are satisfied. Although some readers may be familiar with the Fourier transform as a one dimensional relationship between time and frequency, the transform can also be defined in two dimensions relating space and spatial frequency:

$$g(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(f_x, f_y) e^{i2\pi(f_x x + f_y y)} df_x df_y$$  \hspace{1cm} (10.26)

How does the Fourier transform apply to optics? Suppose that we consider $g(x, y)$ to be the electric field amplitude distribution of a plane wave:

$$E(x, y, z, t) = g(x, y) e^{i(kz - \omega t)}$$  \hspace{1cm} (10.27)

By plugging equation (10.26) into equation (10.27) and considering the complex amplitude only:

$$U(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(f_x, f_y) e^{i2\pi(f_x x + f_y y)} e^{ikz} df_x df_y$$  \hspace{1cm} (10.28)

Thus, we can consider an image-bearing plane wave $g(x, y) e^{ikz}$ to be made up of an infinite weighted-sum of plane waves, each traveling in a direction $\theta_x = \sin^{-1}(\lambda f_x)$ and $\theta_y = \sin^{-1}(\lambda f_y)$. 

Many optical systems can be considered to be linear and invariant and because of this, the input and output of an optical system can be related by the so-called impulse response of the system:

\[ g_2(x, y) = \int_{-\infty}^{\infty} g_1(\xi, \eta) h(x - \xi, y - \eta) d\xi d\eta \]  \quad (10.29)

The form of the integral in equation (10.29) is called the convolution integral, and (10.29) represents the convolution of the input function \( g_1 \), with the impulse response of the system \( h \) and the output of the system is \( g_2 \).

By using the convolution theorem of the Fourier transform, we can instead relate the functions \( G_2 \) and \( G_1 \) by using the transfer function of the system, \( H \):

\[ G_2 = H G_1 \]  \quad (10.30)

Many times it is easier to calculate the Fourier transforms \( G_1 \) and \( H \), perform the multiplication to find \( G_2 \), and then inverse Fourier transform to obtain \( g_2 \), rather than to calculate the convolution integral. Also, it can be more physically intuitive to view an optical system in the spatial frequency domain—the form of \( H \) can reveal the effect that the optical system will have on an incoming beam of light. The multiplication of \( H \) and \( G_1 \) shows the effect that \( H \) can have:

for each \( f_x \) and \( f_y \), a complex number \( H \) is multiplied with \( G_1 \) to obtain the resulting spatial frequency distribution. We can calculate the transfer function \( H \) for an optical system, or even for free space. The transfer function of free space is given by:

\[ H(f_x, f_y) = \begin{cases} 
\exp \left[ i2\pi \frac{z}{\lambda} \sqrt{1-(\lambda f_x)^2-(\lambda f_y)^2} \right] & \sqrt{f_x^2 + f_y^2} < \frac{1}{\lambda} \\
0 & \text{otherwise.}
\end{cases} \]  \quad (10.31)
The transfer function is split into two parts, one for traveling waves and one for evanescent waves. By applying this transfer function to a wave function, one can propagate the wave from one location to another. For optical systems where the transfer function is known, the result of the entire system can be calculated by taking the input field pattern, Fourier transforming it and then multiplying by each of the transfer functions in the order they are encountered. One of the most common and useful optical elements is the lens, and here I will review the salient points of the lens under Fourier optics.

A simple lens is two refracting surfaces (surfaces of a differing index of refraction than the host material, usually air) separated by a thickness. In this section, we will make several assumptions about the nature of the lens. First, we make the “thin-lens” approximation. This assumption means that we ignore the effect of the distance between the two refracting surfaces. In effect, the lens is assumed to be infinitely thin, so that the front refracting surface and the back refracting surface act simultaneously on the wavefronts that enter the lens.

The lens is also assumed to have a quadratic curve on both sides, although not necessarily the same curve on each side. This quadratic curve can be thought of in two ways. Because we are choosing the parameters for the lens, we can arbitrarily choose the surfaces to be quadratic in curvature. However, the curve can also be seen as the result of the paraxial approximation of a spherical lens. Although it is now possible to create aspheric optics (like a parabolic lens), spherical optics were the original choice for lenses because they are much easier both to make and to measure and correct for errors. The paraxial approximation considers only rays that lay on or near the optical axis of the system. The paraxial approximation of a spherical lens is a parabolic lens, where the approximation is valid only in the paraxial region around the optic axis of the system.
Finally, we assume that the lens is completely transparent (non-absorbing) and so the lens affects only the phase of the light. Using these assumptions, the phase transformation of the lens is given by:

$$t_{\text{lens}} = \exp \left[ -i k \left( n - 1 \right) \frac{x^2 + y^2}{2} \left( \frac{1}{R_1} - \frac{1}{R_2} \right) \right]$$  \hspace{1cm} (10.32)

Using the well-known Gaussian optics formula for the focal length of a lens, equation (10.32) can be re-written as:

$$t_{\text{lens}} = \exp \left[ -i k \frac{x^2 + y^2}{2f} \right]$$  \hspace{1cm} (10.33)

where $f$ is $(n - 1) \left( \frac{1}{R_1} - \frac{1}{R_2} \right)$ and $n$ is the index of refraction of the lens material. Now we can see what happens when an image beam of light is sent through a lens under a specific condition: the image is placed a distance $f$ in front of the lens, and the output is viewed at a distance $f$ in back of the lens. Under these conditions, the output is:

$$U_{\text{out}} (x_2, y_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U_{\text{image}} (x_1, y_1) \exp \left[ -j \frac{2\pi}{\lambda f} (x_2 x_1 + y_2 y_1) \right] dx_1 dy_1 \hspace{1cm} (10.34)$$

This can be recognized as the Fourier transform of the input image $U_{\text{image}}$ with the spatial frequencies $f_x = \frac{x_2}{\lambda f}, f_y = \frac{y_2}{\lambda f}$. Thus, a simple lens performs a two-dimensional Fourier transform on any input placed in its front focal plane, with the output appearing in the back focal plane. This is a key result in optics, and allows the construction of optical correlators such as the Vanderlugt and Joint-Transform correlators.
**10.34f Imaging Systems**

The 4f imaging system is commonly used in laboratory optics experiments to transfer an image-bearing beam from location to location, to magnify/de-magnify an image, or to perform spatial filtering. A standard 4f configuration is shown in Figure 10-2.

![Image of 4f System Diagram](image)

**Figure 10-2: 4f System**

Two lens of equal focal length $f$ are separated by a distance $2f$. The input to the system $U_i$ is presented $f$ in front of the first lens, and the output $U_o$ is measured at a distance $f$ away from the second lens. Therefore the total length of the optical system is $4f$. Using the results of Section 10.2 the field at $z=2f$ will be:

$$U_i(x, y, z = 2f) = \frac{e^{i2\pi f}}{j\lambda f} \hat{U}_i\left(\frac{x}{\lambda f}, \frac{y}{\lambda f}\right)$$

(10.35)

In equation (10.35), $\hat{U}_i\left(\frac{x}{\lambda f}, \frac{y}{\lambda f}\right)$ represents the Fourier transform of $U_i$, scaled by the wavelength and the focal length of the lenses. Thus at the middle of the 4f system, the Fourier transform of the input is obtained. This allows for the opportunity to perform spatial filtering as follows. Consider a transparency placed at $z=2f$ with a transmittance function $t(x, y)$. This function may be purely real, as it would be for an actual transparency with an absorbing or reflecting pattern etched into it, or it may be a phase-only function, which could be accomplished using a liquid-crystal screen. Finally, some special SLM’s can achieve an amplitude and phase
modulation simultaneously. In any case, the transparency function is multiplied by the field obtained at \( z = 2f \), and the resulting field passes through the second lens of the system. It is simple to see that the second lens should perform in the same manner as the first lens, since it is also presented an input in its front focal plane and has the same focal length. Therefore, the output of the system is simply the Fourier transform of the field at the middle of the system:

\[
U_o(x, y, z = 4f) = \frac{e^{i4bf}}{-i(\lambda f)^2} F.T. \left[ t(x, y) \tilde{U}_i \left( \frac{x}{\lambda f}, \frac{y}{\lambda f} \right) \right]
\]  (10.36)

If the transparency is absent, that is \( t(x, y) = 1 \), then the result of equation (10.36) is simply the function \( U_i \) from the input, with no phase variation normally associated with diffraction, only the constant phase accrued from traveling a distance \( 4f \). If spatial filtering is desired, the transparency provides a simple means. For example, a transparency with a dark pinpoint spot in the center of the Fourier plane will provide a zero-frequency block. A larger dark circle could provide a high-pass filter. An aperture would provide a low-pass filter, and so on. In fact, the common spatial filter is a \( 4f \) system with a very narrow low pass filter. All of the high frequency noise is thus filtered out of the beam, providing a clean, uniform profile. Spatial frequency filtering and diffraction-less propagation are the two principle uses of the \( 4f \) system, and are covered extensively in Goodman’s *Introduction to Fourier Optics* as well as the EECS course 382.

### 10.4 Common Holographic Calculations

For experimental holography using thick gratings, there are several common calculations that are used. These are used to calculate the proper writing angles in order to ensure certain readout properties. For instance, a common task is to write a grating using a laser of one wavelength for readout with a laser of a different wavelength. In this task and others, it is
important to calculate the grating period and slant. Here, I show how this may be done for
the general case of an asymmetric (slanted) grating.

Figure 10-3: Asymmetric Grating

Figure 10-3 shows the geometry used to analyze this case. The two writing beams have
k-vectors $\vec{k}_1$ and $\vec{k}_2$, which are incident to the holographic material at external angles $\theta_1$ and $\theta_2$ respectively. Note that the asymmetric writing beams (differing angles) leads to a slant in the
grating. The material has an index of refraction $n_2$, while the surrounding material (usually air)
has an index $n_1$. In the figure, the material is shown in two sections, with a larger block of
material surrounding the grating portion in the middle. This is a useful construct for visualizing
the process, but does not represent the actual physical reality. The incident beams are refracted
according to Snell's law ($n_1 \sin \theta_1 = n_2 \sin \theta_2$) to produce two beams inside the material at angles
$\theta_{1i}$ and $\theta_{2i}$. Once inside the material, the beams interfere and the material responds to the
intensity of this interference pattern. This interference pattern is represented by the k-vector of
the grating:

$$\vec{K} = \vec{k}_1 - \vec{k}_2$$  \hspace{1cm} (10.37)
where the magnitude is $|\vec{K}| = K = \frac{2\pi}{\Lambda}$, and $\Lambda$ is the grating period. The angle $\phi$ is the angle of the grating vector $\vec{K}$. The value of $\vec{k}_1$ and $\vec{k}_2$ inside the material is:

\[
\begin{align*}
\vec{k}_1 &= k_w \left( \hat{z} \cos \theta_1 - \hat{x} \sin \theta_1 \right) \\
\vec{k}_2 &= k_w \left( \hat{z} \cos \theta_2 + \hat{x} \sin \theta_2 \right)
\end{align*}
\]  \tag{10.38}

where $k_w$ is the wave-number inside the medium for the writing beams (the subscript $w$ indicating a write parameter):

\[
k_w = \frac{2\pi}{\lambda_w} n_z
\]  \tag{10.39}

In order to analyze this case further, we first consider the symmetric case. If the angles of the writing beams were equal, equation (10.37) would yield:

\[
\vec{K} = -\hat{x} 2k \sin \theta \\
K = \frac{2\pi}{\Lambda} = |\hat{x} 2k \sin \theta|
\]  \tag{10.40}

This yields the grating spacing for the symmetric case.

\[
\Lambda = \frac{\lambda_w / n_z}{2 \sin \theta}
\]  \tag{10.41}

Now, we can reduce the asymmetric case to the symmetric case by choosing a new axis that is rotated from the $z$-axis by $\delta$, where $\delta = \frac{\theta_1 - \theta_2}{2}$. By doing this, we are choosing a new axis where the writing angles are symmetric inside the medium. The symmetric angle is $\theta_0$:

\[
\begin{align*}
\delta &= \frac{\theta_1 - \theta_2}{2} \\
\theta_0 &= \theta_1 - \delta = \theta_2 + \delta \\
\phi &= \frac{\pi}{2} - \delta
\end{align*}
\]  \tag{10.42}
Using this information and the result of (10.41), we have all the information for this grating.

In order to determine the result of readout from this grating using a different wavelength, we must set the readout angle such that the periodicity of the grating matches that of the reading wavelength. In other words, changing the wavelength of the read beam requires changing the angle of the beam so that the periodicity matches. This is expressed by:

\[
\Lambda = \frac{\lambda_w}{2 \sin \theta_w} = \frac{\lambda_r}{2 \sin \theta_r}
\]

Equation (10.43) can be solved for any angle given the other angle and two wavelengths, or solved for a wavelength given two angles and a wavelength.
11 Vita

John Thomas Shen was born on January 2, 1980 in Cleveland, Ohio. He attended Saint Ignatius high school in Cleveland, where he tutored math and was active in several regional youth music groups as well as the Boy Scouts of America, achieving Eagle Scout.

He attended Northwestern University in Evanston, Illinois, initially pursuing undergraduate degrees in music performance (clarinet) and computer engineering. He was active in the residential college system at Northwestern as well as playing ultimate Frisbee. Deciding to pursue engineering, he left the music performance program and concentrated his efforts on electrical engineering. During his senior year, after doing summer research with Professor Allen Taflove and taking several interesting optics courses, he applied to graduate schools in the area of optics and electrical engineering.

John joined Professor Selim Shahriar’s Laboratory for Atomic and Photonic Technologies at Northwestern just as it was getting started in Evanston, and has done research in polarization optics and imaging, holographic data storage, and optical information processing. He married his college sweetheart Myra Sutanto, whom he met at Northwestern, in August of 2006. After graduating from Northwestern, John will go to work with Stryker Endoscopy in San Jose, helping to develop their next-generation medical systems.

Publications


Conference Presentations


