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ABSTRACT 

Fundamental Studies and Applications of Multi-photon Transition induced Dispersion in 

Atomic Media 

 

Ye Wang 

 

Multi-photon transition induced dispersion in atomic media can be tailored for many 

important applications. In this thesis, I have investigated, theoretically as well experimentally, 

several such applications: ultra-low power optical modulation, development of optically 

controlled waveplate and polarizer for realizing an all optical switch, an optical logic gate, and 

high-speed Stokes-metric imaging, and development of a superluminal ring laser for a range of 

applications, including ultra-sensitive rotation sensing and vibrometry.  

All-optical modulation and switching are important for optical communication and 

quantum information processing. Conventional techniques of non-linear optics typically 

require relatively high power, and are not well suited for these applications. Our study has 

demonstrated an all-optical modulator, which can operate at a power level much lower than any 

other technique demonstrated so far. Specifically, a tapered nano-fiber (TNF) embedded in 

Rubidium (Rb) vapor has been used to produce ultra-low power modulation.  

In order to develop an accurate model for the interaction of multi-photon laser fields with 

Rb atoms, an N-Level algorithm has been developed. This algorithm can be used to generate 

automatically the density matrix equations of motion for a system with an arbitrary number of 
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energy levels, such as the Zeeman sublevels within the hyperfine energy levels in Rb atoms.  It 

has been used to design, analyze, and optimize many processes of interest using Rb atoms, 

including the study of ladder transitions, high speed modulation, optically controlled polarizer 

and waveplate, and double Raman gain for realizing a superluminal laser.  

Study of all-optical modulation has been further extended to an Rb cascade system. With 

the Rb 5S-5P-6S ladder transition, optical modulation is demonstrated at a telecommunication 

band wavelength. With the use of a high pressure buffer gas, a 100-fold increase in modulation 

bandwidth has been observed.  

An optically controlled polarizer and an optically controlled waveplate have also been 

demonstrated using the Rb ladder system. A combination of both can be used for realizing all 

optical switching and all optical logic gates. These devices can also be used to realize a 

high-speed Stokes-metric imaging system. The optically controlled polarizer is demonstrated 

using 
87

Rb 5S1/2, F = 1->5P1/2, F = 1, 2 -> 6S1/2, F = 1, 2 transition, where 795 nm light is used 

as the control beam and 1323 nm light is used as the probe beam. The optically controlled 

waveplate is demonstrated using the same transition. Specifically, a differential phase 

retardance of ~180 degrees between the two circularly polarized components of a linearly 

polarized signal beam is demonstrated. The optical activity responsible for the phase 

retardation process is explained in terms of selection rules involving the Zeeman sublevels. 

Both the optically controlled polarizer and waveplate can be potentially implemented using the 

TNF in Rb vapor system and be used to realize an ultra-low power all optical switch as well as 

an all-optical logic gate.  

I have also investigated the feasibility of realizing a superluminal ring laser (SRL). An SRL 
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contains a gain medium with a tuned negative dispersion, for which the group velocity of light 

becomes superluminal. For the SRL, the mirror displacement sensitivity is enhanced very 

significantly. As such, the SRL has many potential applications, including vibrometry and 

rotation sensing. Using a double Raman pumped gain medium within Rb system, the 

enhancement factor is shown to be as large as 10
7
. This system requires two strong pumps that 

are closely spaced in frequency. Accurate modeling of this system requires taking into account 

interference between the two pumps. An analysis is presented where we allow for an arbitrary 

number of harmonics that result from this interference, and investigate the behavior of the gain 

profile under a wide range of conditions. An experimental study of double-Raman gain in an 

Rb vapor cell is also described which is found to be in close agreement with the theoretical 

model. A double-Raman laser with a linear cavity is built using this gain media. Furthermore, a 

numerical algorithm designed to simulate a double Raman superluminal laser is also presented. 

As an extension of the study of the SRL, I have also investigated the properties of a subluminal 

laser (SLL), inside which the group velocity of light is much slower than the vacuum speed of 

light. It makes use of a composite gain spectrum consisting of a broad background along with a 

narrow peak. Since the group index can be very high, the frequency of such a laser is highly 

insensitive to a change in the cavity length, thus making it extremely stable. A similar study is 

applied to another version of SRL, where the gain profile is a combination of a broad gain from 

diode pumped alkali laser (DPAL) and a narrow absorption from Raman depletion.  

 

  



5 

 

ACKNOWLEDGEMENTS 

There are some people played important roles in my PhD study, without whom this thesis 

would not be put in place. I would like to extend my gratitude to 

My advisor, Professor Selim Shahriar, who was standing behind me and providing the 

greatest supports through my studies and research. He had been inspiring me with his 

enthusiasm, rigorous scholarship, and intelligence, and showed me the essential way to 

pursuit truth.  

My lab mates, Shih Tseng, Mary Salit, Honam Yum, Subramanian Krishnamurthy, 

Joshua Yablon, Zifan Zhou, for their great helps in different phases of my research. 

Jeffery Pritchard, a technician from Coherent, Inc. who had helped us installing and 

maintaining all of our Ti-Sapphire laser systems, passed on tremendous details of laser, and 

showed a great example of professionalism.  

Jeffrey Sundwall, the manager of Northwestern University Scientific Instrument Shop, 

who helped me design and build fine elements for our experiments. 

Dean Bruce Lindvall, Dean Ajit Tamhane, and Paula Straaton from Deans Office of 

McCormick School, for their kindness and supports through my years. 

Dianne Kay Siekmann, Kamilah McCoy, and Kate Veraldi from Graduate School, who 

provided great helps on my career development. 

My committee members, Professor Selim Shahriar, Professor Horace Yuen, and 

Professor Koray Aydin for their time and revise opinions on my dissertation.  



6 

 

Most important, to my lovely wife, Panrong Yin, for her sacrifices and supports through 

my PhD study. It is wordless to express how grateful I am to have her in my life.  

In loving memory of my grandma, Huimin Song. (1927 – 2013) 

 

  



TABLE OF CONTENTS 

ABSTRACT ............................................................................................................................... 2 

ACKNOWLEDGEMENTS ....................................................................................................... 5 

TABLE OF CONTENTS ........................................................................................................... 7 

LIST OF FIGURES ................................................................................................................. 10 

CHAPTER 1 INTRODUCTION .......................................................................................... 21 

CHAPTER 2 TAPERED NANO FIBER (TNF) IN RUBIDIUM ........................................ 26 

2.1 Introduction ........................................................................................................... 26 

2.2 Fabrication ............................................................................................................. 27 

2.3 Absorption in Rb vapor ......................................................................................... 32 

2.4 V-system modulation ............................................................................................. 34 

2.5 Enhancing TNF’s Life Time .................................................................................. 41 

2.6 Substitute: A Two-Layer Slab Waveguide ............................................................. 43 

CHAPTER 3 N-LEVEL ALGORITHM .............................................................................. 49 

3.1 Introduction ........................................................................................................... 49 

3.2 A Two Level System .............................................................................................. 50 

3.3 A Three Level System ........................................................................................... 59 

3.4 Applying the code to a system with an arbitrary number of energy levels ........... 64 

3.5 Consider Doppler Effect ........................................................................................ 64 

3.6 Parallel Computing ................................................................................................ 66 

CHAPTER 4 RUBIDIUM CASCADE SYSTEM ............................................................... 68 

4.7 Spectroscopy .......................................................................................................... 68 



8 

 

4.8 Co-propagation vs Counter-propagation ............................................................... 74 

4.9 Optical modulation ................................................................................................ 79 

CHAPTER 5 HIGH SPEED MODULATION ..................................................................... 84 

5.1 Introduction ........................................................................................................... 84 

5.2 Effect of high-pressure buffer gas on alkali metals ............................................... 85 

5.3 Modeling and simulation results............................................................................ 89 

5.4 Experimental set-up ............................................................................................... 95 

5.5 Results ................................................................................................................... 97 

5.6 Improvements to system and future outlook ....................................................... 102 

CHAPTER 6 OPTICALLY CONTROLLED POLARIZER ............................................. 106 

6.7 Schematic............................................................................................................. 106 

6.8 Experiment........................................................................................................... 114 

6.9 Simulation ............................................................................................................ 120 

6.10 Improvements to system and future work ........................................................... 124 

CHAPTER 7 OPTICALLY CONTROLLED WAVEPLATE............................................. 130 

7.7 Schematic............................................................................................................. 130 

7.8 Simulation ............................................................................................................ 134 

7.9 Experiment........................................................................................................... 138 

CHAPTER 8 DOUBLE RAMAN GAIN ........................................................................... 150 

8.1 Double Raman Gain Media ................................................................................. 150 

8.2 Subluminal Laser ................................................................................................. 174 

8.3 Raman Depletion within Diode Pumped Alkali Laser (DPAL) ........................... 205 



9 

 

8.4 Future Work: A Double Raman Pumped Superluminal Laser ............................. 214 

CHAPTER 9 SUMMARY ................................................................................................. 218 

CHAPTER 10 APPENDIX .............................................................................................. 221 

10.7 Appendix A: Matlab Program for Solving the Two Level Problem .................... 221 

10.8 Appendix B: Matlab Program for Solving the Three Level Problem .................. 223 

CHAPTER 11 LIST OF PUBLICATIONS ...................................................................... 225 

11.7 Journal Publications ............................................................................................. 225 

11.8 Conference proceedings and talks ....................................................................... 227 

CHAPTER 12 REFERENCES ......................................................................................... 230 

 

  



10 

 

LIST OF FIGURES 

Figure 2.1 Tapered nano-fiber (TNF) fabrication system 

Figure 2.2 Map TNF scattering pattern with SEM test result. 

Figure 2.3 Fraction of mode energy outside fiber (black) and Mode area (blue) vs. fiber 

diameter. 

Figure 2.4 RB Vacuum System for evanescent interaction study. 

Figure 2.5 Linear absorption in a Rb vapor embedded TNF (blue) and reference cell (black) 

Figure 2.6 Experimental setup for demonstrating degenerate V-system modulation. Both 

AOMs are operated at the same frequency (80 MHz). The pump and the probe are each linearly 

polarized and orthogonal to each other. 

Figure 2.7 Saturated absorption observed in TNF with a probe power of 1 nW and a pump 

power of 10 nW (green) and 30 nW (red). Also plotted is saturated absorption in a reference 

cell (blue) 

Figure 2.8 Absorption of D1 line in the absence (red) and presence (blue) of the pump. 

Figure 2.9 Schematic illustration of the Autler Townes splitting (AC Stark splitting) induced 

transparency. 

Figure 2.10 Low-frequency modulation results for a duty cycle of 70% (on-state), for four 

different frequencies. At 10 kHz, the signal is limited by the APD bandwidth. 

Figure 2.11 Sandwich structure fiber holder for enhancing TNF’s life time. 

Figure 2.12 a tungsten filament placed around the TNF for enhancing TNF’s life time. 



11 

 

Figure 2.13 A CO2 Laser Cleaning System for enhancing TNF’s life time. 

Figure 2.14 Replace Rb Cell with Rb Getter. 

Figure 2.15 Schematic of using effective index approximation to simulate power distribution of 

such a slab waveguide. See text for more details. 

Figure 2.16 Two-layer slab waveguide power distribution and effective refractive index in 

asymmetric case, assuming slab width is infinite. Plot (a - c) shows the power fraction as a 

function of waveguide thickness at the top, inside, and bottom of the silicon nitride layer 

respectively. Plot (d) shows the effective refractive index as a function of waveguide thickness. 

The blue and green lines represent the values for 795nm and 1323nm beam respectively. 

Figure 2.17 Power distribution of two-layer slab waveguide in symmetric case. Effective 

refractive approximation is used here. Plot (a) shows the power fraction on the sides of the 

effective media changes as a function of media width. Plot (b) shows the power fraction within 

the media. 

Figure 3.1 Schematic diagram showing a two-level system. (a) two-level system with 

eigenvector |1> and |2> ; (b) considering photon numbers, where |N,1> and |N+1,1> have the 

same energy, and the energy difference between |N+1,1> and |N,2> is ℏδ 

Figure 3.2 Population of excited state for a two-level system calculated using this algorithm. 

Figure 3.3 Schematic illustration of a three level system 

Figure 3.4 Population of the excited state for a three-level system calculated with this 

algorithm. 

Figure 3.5 Matlab Parallel Computing Toolbox. 

Figure 4.1 (a) Transmission through Fabry-Perot cavity as 1323nm laser is scanned externally. 



12 

 

It shows smooth single mode operation. (b) 1323 nm absorption signal detected using chopper 

and lock-in amplifier 

Figure 4.2 Spectroscopic details of ladder transition in 
85

Rb (a) Schematic of various hyperfine 

levels used, along with the transition frequencies. (b) Expected spectrum if both hyperfine 

states of intermediate level are occupied by zero velocity atoms. (c) Shift of spectrum in (b) due 

to F=3 state at the intermediate level being occupied by negative velocity atoms. 

Figure 4.3 Typical absorption profiles for the ladder transitions (at 1323nm) that are observed 

in 
85

Rb. (a) Corresponds to 795 nm laser power ~ 2mW, data taken in AC mode. The hyperfine 

transitions corresponding to the absorption dips are α: 3→2, β: 3→3, γ: 2→2, δ: 2→3. The 

repeat scan has been shown due to the asymmetry of the signal (b) Corresponds to 795 nm laser 

power ~ 200mW, we see near 100% absorption and the lines are highly power broadened. Note 

that the null value of the probe detuning is defined arbitrarily to be at the turnaround point of 

the scan in each case. 

Figure 4.4 Spectroscopic details of ladder transition in 
87

Rb (a) Schematic of various hyperfine 

levels used along with the transition frequencies. (b) Absorption corresponding to 795 nm laser 

power ~ 50mW; all four transitions can be clearly seen. The hyperfine transitions 

corresponding to the absorption dips are A: 2→1, B: 1→1, C: 2→2, D: 1→2. (c) Corresponds 

to 795 nm laser power ~ 0.5mW; two of the four lines are suppressed and only transitions from 

F=1 are observed. 

Figure 4.5 Absorption spectrum for 
87

Rb with ~400mW of pump power 

Figure 4.6 Typical absorption profile for co- and counter-propagating geometries. Ωp = 5. 

Figure 4.7 Dressed state picture of 3-level cascade system for different velocity groups. 

Figure 4.8 Contribution to absorption from 3 sample velocity groups (-vzero, 0, + vzero) for a 

3-level cascade system when the control beam and signal beam are a) Co-propagating b) 



13 

 

Counter-propagating. 

Figure 4.9 AC-Stark effect in a Ladder Transition: (a) The control beam couples |1> to |2>, and 

the probe beam couples |2> to |3>; (b) For resonant excitation, the corresponding dressed states 

are degenerate; (c) When the strong control beam coupling is diagonalized, the resulting states 

are split by an amount much larger than the natural linewidth of |2>. 

Figure 4.10 Schematic illustration of the experimental setup for observing the ladder-transition 

based modulator. DCM: Dichroic mirror, AOM: Acousto-Optic modulator, EOM: 

Electro-Optic modulator, BS: Beam Splitter. 

Figure 4.11 Probe and pump signals (top and bottom respectively) up to a frequency of 1 MHz. 

Figure 4.12 Modulation amplitude (normalized to the amplitude at 1 MHz) vs. frequency. 

Figure 5.1 Schematic illustration of the population and coherence dynamics in an alkali atom in 

the presence of a high-pressure buffer gas. 

Figure 5.2 Model used for numerical simulation (a) Optical fields and decay rates-radiative and 

collisional. (b) Transverse decay (dephasing) terms. 

Figure 5.3 Simulation results for high speed modulator at 1 GHz. Red trace: pump; Blue trace: 

Probe. While we have indicate the vertical axis as having arbitrary units, it should be noted that 

the Rabi frequencies, which correspond to the square root of the intensities, are specified 

(pump Rabi frequency is 800𝛾𝑎 , and probe Rabi frequency is 0.1𝛾𝑎 ). Since this is an 

absorptive modulation, the degree of absorption can be increased by raising the optical density. 

The modulation depth, which is about 90% as shown, can be made to be essentially 100% with 

higher optical density. 

Figure 5.4 Experimental set-up for high speed modulator. 

Figure 5.5 Probe (776 nm) absorption lineshape in the presence of buffer Ethane. Here, Ethane 



14 

 

pressure is ~6 psi and the pump and probe powers are ~800 mW and ~0.5 mW. 

Figure 5.6 5S-5P-5D modulation data without buffer gas. (a) 2 KHz (b) 10 KHz (c) Modulation 

amplitude vs modulation speed. We have indicated the vertical axes in (a) and (b) as having 

arbitrary units, since the relevant parameter is the modulation depth, which is about 95% in 

both cases. In (a), the peak pump signal corresponds to an un-attenuated pump power of ~760 

mW, and the peak probe transmission corresponds to an un-attenuated probe power of 0.5 mW. 

Similarly, in (b), the peak probe transmission corresponds to an un-attenuated probe power of 

0.5 mW. Since this is an absorptive modulation, the degree of absorption can in principle be 

increased by increasing the optical density. 

Figure 5.7 Modulation data in the presence of buffer gas (Ethane) at pressure of ~6 psi. (a) 1 

MHz (b) 5 MHz (c) Modulation amplitude vs modulation speed. We have indicated the vertical 

axes in (a) and (b) as having arbitrary units, since the relevant parameter is the modulation 

depth, which is about 90% in both cases. The peak probe transmission at both 1 MHz and 5 

MHz corresponds to an un-attenuated probe power of 0.5 mW. 

Figure 5.8 Increase in modulation amplitude for two different modulation frequencies (1 MHz 

and 10 MHZ) with increase in pump power. Just as in Figure 5.6 and Figure 5.7, the vertical 

axis is shown in arbitrary units, since the relevant parameter is the modulation depth, which can 

be increased to be near 100% by increasing the optical depth, since it is an absorptive 

modulator. The data shown in Figure 5.7 correspond to the maximum power employed for the 

pump beams (760 mW), thus corresponding to the right-most data points in this figure. 

Figure 6.1[A] Quantum Zeno Effect in an atomic V-system. [B] Evolution of the quantum state 

of a photon via passage through a series of waveplates. [C] In the presence of interleaved 

polarizers acting as measurement devices, the evolution to the horizontally polarized state is 

inhibited. 

Figure 6.2 Schematic illustration of an optically controlled polarizer using a ladder transition in 

87
Rb atoms 



15 

 

Figure 6.3 Schematic illustration of an optical logic gate using a ladder-transition based 

polarizer and optical activity in Rb atoms. 

Figure 6.4 Experimental setup used to realize the ladder-system polarizer. 

Figure 6.5 Model used for numerical computation. See text for more details. 

Figure 6.6 Polarizer effect for co-propagating geometry for pump power ~5mW a) Experiment 

b) Theory. 

Figure 6.7 Polarizer effect for counter-propagating geometry for 2 different powers of the 

pump. a.1) Experiment a.2) Theory and b.1) Experiment b.2) Theory. 

Figure 6.8 Typical absorption profile for co- and counter-propagating geometries. Here, Ωp = 

5. 

Figure 6.9 Decay rates and branching ratios between various levels in our model. 

Figure 6.10 Effect of closed-loop architecture resulting from multiple excitation pathways 

between two levels. 

Figure 6.11 Modified model after addition of optical pumping beams and buffer gas. 

Figure 6.12 Numerical simulation of polarizer effect in the presence of two optical pumping 

beams and using a buffer gas loaded cell. 

Figure 7.1 Schematic illustration of an optically controlled polarization rotator using circularly 

polarized control beam. 

Figure 7.2 Generalized schematic of an optically controlled waveplate using control beam of 

arbitrary polarization. 

Figure 7.3 Model used for numerical computation. See text for more details. 



16 

 

Figure 7.4 Experimental set-up. 

Figure 7.5 Ideal Output seen by detector for different values of a) φd with α+ = α- = 0 and b) α- 

with φd = α+ = 0. 

Figure 7.6 Observed experimental data showing differential phase rotation of (a) ~160° and (c) 

~180° and almost no differential absorption at certain detunings. (b) transmission through 

orthogonal polarizer as probe is scanned. 

Figure 7.7 Numerical simulation of 15-level system showing phase shift and attenuation of the 

RCP and LCP parts of the probe beam as a function of probe detuning. Here δc~1.2 GHz, 

natom~10
12

/cm
3
 and Ωmin = 100Γa. 

Figure 7.8 System behaving as Quarter Wave Plate using pump which is linearly polarized at 

45° (a) Experimental result (b) Expected detector output for linear and circular polarization of 

the probe. 

Figure 8.1 The double Raman Gain System. 𝛺𝑠 is the Rabi frequency of Raman probe. 𝛺𝑝1 

and 𝛺𝑝2 are Rabi frequencies of Raman pumps 1 and 2 respectively. 𝛤41 and 𝛤42 are the 

decay rates from |4> to |1> and |2> respectively. 

Figure 8.2 Illustration of individual Raman gain profiles and effects of light shift. In (a), the 

higher frequency Raman pump is turned off; in (b), the lower frequency Raman pump is turned 

off. The location of the gain peaks moves with increasing pump power, due to light shift (or the 

ac-Stark shift). The reference line in both plots indicate the positions where the gain peak 

should be without considering light shift. See text for additional details. 

Figure 8.3 Illustration of the changes in the Raman gain profile while the pump Rabi 

frequencies, kept equal to each other, are increased. 

Figure 8.4 Illustration of the changes in the gain profile when the second Raman pump Rabi 

frequency is increased, while keeping the first Raman pump Rabi frequency fixed. 



17 

 

Figure 8.5 Illustration of the change in the gain profile when the first Raman pump Rabi 

frequency is varied, while keeping the second Raman pump Rabi frequency fixed. 

Figure 8.6 Comparison between double Raman gain model and single Raman gain model by 

setting one Raman pump Rabi frequency to be zero. The plots show the gain (left axis) and 

phase delay (right axis) changes as a function of probe detuning 𝛿. Plot (a) show the single 

Raman model with 𝛥𝑝 = 199𝛤3. Plot (b) shows the single Raman model with 𝛥𝑝 = 201𝛤3. 

Plot (c) shows the double Raman model with the second Raman pump turned off. Plot (d) 

shows the double Raman model with the first Raman pump turned off. 

Figure 8.7 Comparison between double Raman gain model and single Raman gain model by 

setting 𝛥 to be zero. Plot (a) to (g) are generated by the double Raman model with order 

number of 1,2,3,6,13,20 and 30 respectively, while plot (h) is generated by the single Raman 

model with the same parameters. 

Figure 8.8 Comparison between velocity averaging model and non-averaging model. 

Figure 8.9 Comparison between co-propagating and counter-propagating cases. 

Figure 8.10 Gain suppressed by increasement of 𝛺𝑠 in Single Raman model. Dashed line in 

plot (d) shows the theoretical value of gain saturation. 

Figure 8.11 Gain suppressed by increasement of 𝛺𝑠 in double Raman model. Dashed line in 

plot (d) shows the theoretical value of gain saturation. 

Figure 8.12  
85

Rb transitions. Plot (a) shows the experiment scheme. Plot(b) is a linear 

absorption spectrum of 
85

Rb and 
87

Rb. The dashed line indicates the frequency of f
p1.

 

Figure 8.13 The experimental setup of double Raman Gain. Laser 1 is a Ti-Sapphire Laser 

operating at 795nm. Laser 2 is a Diode Laser with Tapered Amplifier operating at 780nm. See 

text for details. 



18 

 

Figure 8.14 Experimental data vs simulation results. See text for details. 

Figure 8.15 (a) Schematic of the configuration for a subluminal laser and (b) Raman 

transitions. 

Figure 8.16 Gain profile based on the analytical model for an idealized SLL: (a) overall gain 

spectrum and (b) Raman gain. 

Figure 8.17 Real part of the susceptibility of the model for idealized SLL after lasing. 

Figure 8.18 Relationship between cavity length and lasing detuning for the idealized SLL for (a) 

extremely high stability enhancement and (b) relatively low stability enhancement. 

Figure 8.19 Laser output intensity as a function of (a) length change and (b) laser frequency. 

The inset in plot (a) shows a blown up view of the multiple values of the intensity over a small 

vertical range. 

Figure 8.20 Desired region of operation for the idealized SLL: (a) laser detuning vs. length 

change and (b) enhanced stability of the SLL. 

Figure 8.21 Transitions in the broad gain model for (a) 
85

Rb and (b) 
87

Rb. 

Figure 8.22 In the broad gain model: (a) population decay rates and (b) additional dephasing of 

coherence due to collisions. 

Figure 8.23 A typical spectrum of the gain in the DPAL with Ethane as the buffer gas. 

Figure 8.24 (a) The solid line shows the peak value of single-pass amplitude gain (i.e., the peak 

value of the gain spectrum) through a DPAL cell for a fixed length, as function of 𝛼 for 
85

Rb. 

The dashed line shows the amplitude of the coherence between state |1 and |2, i.e., 𝜌12. (b) 

Same as figure (a), but for 
87

Rb. (c) The solid line shows the peak value of single-pass 

amplitude gain as a function of 𝛽 for 
85

Rb. The dashed line shows the amplitude of the 



19 

 

coherence between state |3 and |4, i.e., 𝜌34. (d) Same as figure (c), but for 
87

Rb. 

Figure 8.25 In the narrow gain model: (a) transitions, (b) effective 3-level model. Here 𝛺𝑜𝑝, 

𝛺𝑠, and 𝛺𝑅𝑝 are the Rabi frequencies for the optical pump, the signal field, and the Raman 

pump field, respectively. 𝛿𝑠(𝛿𝑅𝑝)  is the detuing of the signal (Raman pump) from the 

|1 − |3 (|2 − |3) transiton, 𝜈 is the frequency of the signal, and 𝜈0 is defined as the value of 

the signal frequency corresponding to two photon resonance (i.e. 𝛿𝑠 = 𝛿𝑅𝑝). 

Figure 8.26 A typical gain spectrum produced by the Raman cell. 

Figure 8.27 Flow-chart of the algorithm for solving the model for an actual SLL. 

Figure 8.28 Relationship between cavity length and lasing detuning for the practical SLL for (a) 

extremely high stability enhancement and (b) relatively low stability enhancement. 

Figure 8.29 Output power as a function of (a) length change and (b) laser frequency, for the 

model for a practical SLL. 

Figure 8.30 Desired region of operation in the model for a practical SLL: (a) laser frequency as 

a function of cavity length and (b) stability as a function of laser frequency. 

Figure 8.31 Real part of the effective dispersion in steady state of the model for a practical SLL. 

Figure 8.32 Real part of the steady-state susceptibility for the combined absorbing and 

amplifying media (solid line), and the conventional gain medium (dashed line). The inset 

shows an expanded view of the solid line in the main figure 

Figure 8.33 Sensitivity enhancement associated with Eqn.8.54. The inset (a) shows R in 

Eqn.8.54 in an expanded view (solid line), and its value in the linear limit (dotted line). The 

inset (b) is an expanded view of R with a linear vertical scale. 

Figure 8.34 Illustration of relation between 𝐿 − 𝐿0 and 𝜈 − 𝜈0  for |𝜈 − 𝜈0|/2𝜋 < 80𝑀𝐻𝑧. 



20 

 

Dotted line shows the behavior for an empty cavity. The inset shows an expanded view 

for |𝜈 − 𝜈0|/2𝜋 < 100𝑘𝐻𝑧. 

Figure 8.35 Energy levels for (a) 795-nm Rb laser to produce broadband gain, (b) Raman 

depletion to induce narrowband absorption dip. (c) Schematics of the experimental set-up to 

realize a superluminal laser: PBS, polarizing beam splitter; BS, beam splitter; AOM, 

acousto-optic modulator. Note that the superluminal laser is the same as the Raman pump. The 

scheme shown is for 
85

Rb atoms. The broadband gain is produced by side-pumping with a 

diode laser array. 

Figure 8.36 Experiment Setup of a superluminal ring laser using double Raman pumped gain. 

Figure 8.37 Comparison between double peak gain profiles built by double Lorentz function 

and double Raman gain model. Plot (a) (b) shows the image part and real part of susceptibility 

calculated by the double Lorentz function as signal Rabi frequency and signal frequency are 

scanned. Plot(c) shows the corresponding case where susceptibility is calculated by the double 

Raman gain model. Red and green surfaces represents the 𝜒" and 𝜒′ respectively. 

Figure 8.38 An example of using our algorithm to get two set of numerical solutions to a single 

Raman laser. See text for more details. 

 

  



21 

 

CHAPTER 1 INTRODUCTION 

Multi-photon transition induced dispersion in atomic media can be tailored for many 

important applications. In this thesis, I have investigated several such applications: ultra-low 

power optical modulation, development of optically controlled waveplate and polarizer for 

realizing all optical switch, optical logic gate, and high-speed Stokes-metric imaging, and 

development of a superluminal ring laser for a range of applications, including ultra-sensitive 

rotation sensing and vibrometry.  

All-optical modulation and switching are important for optical communication and 

quantum information processing [1,2,3,4,5,6]. Conventional techniques of non-linear optics 

typically require relatively high power, and are not well suited for these applications. In recent 

years, several innovative techniques for modulation and switching have been demonstrated at 

very low power. These include, for example, techniques based on instability-induced processes 

in atomic vapor [3], silicon micro ring resonators [4], and hollow-core fibers [5,6]. Our study 

demonstrated an all-optical modulator that can operate at a power level much lower than any 

other technique demonstrated so far [7]. Specifically, a tapered nano fiber (TNF) [8,9,10] 

embedded in Rb vapor is used to produce ultra-low power modulation[11,12,13]. The fact that 

many such modulators may be realizable on a chip-scale vapor cell makes this an attractive 

technology for optical communication. Two important factors have come together to produce 

such an efficient modulator. First, the TNF provides a unique combination of extremely small 

effective mode area of ~0.2 μm
2
 [8] and interaction length of ~5 mm. In contrast, the 

hollow-core fiber [14] and the Arrow waveguide [15] have mode areas of about 100 μm
2
 and 
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6.7 μm
2
, respectively, but allow for large interaction lengths. However, the TNF is long enough 

to produce complete absorption in a vapor at a temperature of about 100° C, thus making 

high-contrast modulation feasible. Second, we make use of the quantum Zeno effect, which 

controls the absorption of a signal beam via pump-induced modification of absorption, rather 

than refraction, thus making it inherently very efficient. 

During the study of all-optical modulation, an N-Level algorithm has been developed in 

order to take into account the transitions among Zeeman sublevels in Rubidium (Rb) atoms 

[16].  This algorithm can be used to generate automatically the density matrix equations of 

motion for a system with an arbitrary number of energy levels. A velocity-averaging model has 

been added to this algorithm in order to account for the effect of Doppler broadening. The 

algorithm has been further optimized using parallel computing techniques. It has been used to 

design, analyze, and optimize many processes of interest using Rb atoms, including the study 

of ladder transitions, high-speed modulation, optically controlled polarizer and waveplate, and 

double Raman gain for realizing a superluminal laser.  

Study of all-optical modulation has been further extended to an Rb cascade system. With 

the Rb 5S-5P-6S ladder transition, optical modulation is demonstrated at a telecommunication 

band wavelength. With the use of a high-pressure buffer gas, a 100-fold increase in modulation 

bandwidth has been observed.  

An optically controlled polarizer and an optically controlled waveplate have also been 

demonstrated using the Rb ladder system [17,18]. A combination of both can be used for 

realizing all optical switching and all optical logic gates [1,17]. These devices can also be used 

to realize an all optical switch, an optical logic gate, and a high-speed Stokes-metric imaging 
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system. The optically controlled polarizer is demonstrated using 
87

Rb 5S1/2, F = 1->5P1/2, F = 

1,2 -> 6S1/2, F = 1,2 transition, where 795 nm light is used as the control beam and 1323 nm 

light is used as the probe beam. When the control beam is linearly polarized, it produces an 

excitation of the intermediate level with a particular orientation of the angular momentum. 

Under ideal conditions, this orientation is transparent to the signal beam if it has the same 

polarization as the control beam and is absorbed when it is polarized orthogonally. The 

optically controlled waveplate is demonstrated using the same transition. It is shown that the 

signal beam can be placed in any arbitrary polarization state with a suitable choice of 

polarization of the control beam. Specifically, a differential phase retardance of ~180 degrees 

between the two circularly polarized components of a linearly polarized signal beam is 

demonstrated. It is also demonstrated that the system can act as a Quarter Wave plate. The 

optical activity responsible for the phase retardation process is explained in terms of selection 

rules involving the Zeeman sublevels. Both the optically controlled polarizer and waveplate 

can be potentially implemented using the TNF in Rb vapor system and be used to realize an 

ultra-low power all optical switch as well as an all optical logic gate.  

I have also investigated the feasibility of realizing a superluminal ring laser (SRL).  An 

SRL contains a gain medium with a tuned negative dispersion, for which the group velocity of 

light becomes superluminal.  For the SRL, the mirror displacement sensitivity is enhanced 

very significantly. As such, the SRL has many potential applications, including vibrometry, 

gravitational wave detection and rotation sensing [19,20,21,22,23,24,25,26,27,28]. The 

sensitivity can be defined broadly as S ≡ ∂f / ∂L, where f is the resonance frequency and L is the 

length of the cavity. In general, 𝑆𝑆𝑅𝐿 =  𝜉𝑆𝐸𝐶, where 𝑆𝐸𝐶 is the sensitivity of the empty cavity, 
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and 𝑆𝑆𝑅𝐿 is that of the superluminal ring laser. Under ideal conditions, the enhancement factor 

𝜉 = 1/𝑛𝑔, where ng is the group index. Using a double Raman pumped gain medium within Rb 

system, 𝜉 is demonstrated to be as large as 10
7
[20]. This system requires two strong pumps 

that are closely spaced in frequency. Accurate modeling of this system requires taking into 

account interference between the two pumps [19]. An analysis is presented in this thesis where 

we allow for an arbitrary number of harmonics that result from this interference, and 

investigate the behavior of the gain profile under a wide range of conditions. An experimental 

study of double-Raman gain in a Rb vapor cell is also described, which is found to be in close 

agreement with the theoretical model. The technique reported here can be used in developing a 

quantitative model of a superluminal laser under wide-ranging conditions. A linear cavity is 

built around this double-Raman gain media which demonstrates a double-Raman laser. 

Furthermore, a numerical algorithm designed to simulate a double Raman superluminal laser is 

also presented. The algorithm first uses the bicep method to locate the ranges where the gain 

function is monotonically increasing or decreasing and then uses the Illinois algorithm [29,30] 

to find the solution within each range. As an extension of the study of the SRL, I have also 

investigated the properties of a subluminal laser (SLL), inside which the group velocity of light 

is much slower than the vacuum speed of light. It makes use of a composite gain spectrum 

consisting of a broad background along with a narrow peak. Since the group index can be very 

high, the frequency of such a laser is extremely insensitive to a change in the cavity length, thus 

making it highly stable. Same study is extended to another version of SRL, where the gain 

profile is generated by a diode pumped alkali laser (DPAL) and a Raman depletion.   

 The thesis is organized in the following way. In Chapter 2, a tapered nano-fiber (TNF) in 
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rubidium (Rb) system is introduced. The processes of TNF fabrication, installation, and 

maintenance are described. Experimental results of absorption and all-optical modulation 

achieved by using the TNF embedded in a Rb vapor cell are presented. A two-layer slab 

waveguide design is presented which is considered to be a substitute of the TNF. In Chapter 3, 

the N-level algorithm is introduced. This algorithm is first applied to a simple two level system 

and is then applied to more complicated atomic systems. A Doppler shift model is then added 

to this algorithm. Towards the end of this chapter, parallel computing techniques for enhancing 

the speed of this algorithm are presented. Chapter 4 discusses a Rb cascade system. 

Spectroscopy results are shown first. Absorption spectra under co-propagating and 

counter-propagating setups are compared. Results of all optical modulation using this system 

are presented. Chapter 5, 6, and 7 discuss applications of this Rb cascade system, namely high 

speed modulation, optically controlled polarizer, and optically controlled waveplate. 

Simulations and experimental results are shown. Chapter 9 presents a study of the superluminal 

ring laser (SRL). A double Raman pumped gain media is first introduced. I present the 

algorithm used for modeling the gain produced in such a system, taking into account the effect 

of an arbitrarily large number of harmonics that result from the interference between the two 

pumps. I also describe the experimental setup for studying the gain properties of such a 

medium, along with the results obtained. A subluminal laser (SLL) is then discussed as a 

counterpart of the SRL. Another version of SRL is studied where a Raman depletion absorption 

is induced into a broad DPAL gain profile. Finally, I describe an iterative algorithm for getting 

single mode numerical solution to the laser equation efficiently. A summary is presented at the 

end of the thesis.  
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CHAPTER 2 TAPERED NANO FIBER (TNF) IN RUBIDIUM  

2.1 Introduction 

The interaction of light with atomic ensembles [ 31 , 32 ] has created a number of 

advancements in generating and controlling classical and quantum states of light [1,33,34]. In 

order to enable optical interactions with few photons (as desired in some quantum information 

processing studies [2]), much effort has been invested into increasing the interaction between 

atoms and photons. This is often done by employing high finesse optical microcavities, where 

quantum effects are readily observed between a single atom and a single photon [35,36,37,38]. 

However, these systems are extremely complicated. For applications where single-photon 

interactions are not needed, atomic ensembles in a simple non-resonant geometry are used to 

observe quantum optic effects. Previously, most work was performed with optical beams 

focused into an alkali vapor, where the use of a bulk, free-space geometry fundamentally 

limited the interaction strength and/or length [34]. Recent experiments have resulted in 

significant increases in both interaction strength and interaction length by encasing an atomic 

vapor into a waveguide [14,15], with V-system electromagnetically induced transparency (EIT) 

demonstrated in a photonic crystal fiber (PCF) with approximately 3 nW of pulsed power [14]. 

In both of these cases, the enhanced interaction comes from reducing the optical mode area. 

Here we explore the use of tapered optical nanofibers (TNF) with optical mode areas smaller 

than in previous experiments, and demonstrate low light level nonlinear interactions with a 

rubidium atomic vapor.  

A TNF consists of a single-mode silica optical fiber where the original fiber diameter is 
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reduced to the submicron range. In this system, the optical mode which was initially guided by 

the core (cladding) interface is adiabatically converted with negligible loss [9] into a mode 

guided by the cladding (environment) interface. The evanescent field extends into the 

surrounding environment, which for the purposes of this work consists of a rubidium atom 

vapor. The use of an evanescent interaction maintains the benefit of independently controlling 

the interaction strength (through cross-sectional geometry) and length (due to the invariance of 

the evanescent field along the waveguide), and allows an increase of interaction strength over 

previous waveguide approaches [14,15]. This system has been previously used to study 

evanescent interactions with Cs atoms, such as probing atom fluorescence [39，40]. In principle 

the interaction length can be arbitrary long, just as in any waveguide, with a limit due to 

intrinsic optical waveguide loss. For a TNF of diameter 400 nm, approximately 10% of the 

optical field interacts with the rubidium vapor. For this diameter, we estimate that the total 

number of atoms interacting with the TNF as 1400 = cm, which for the typical taper length of 3 

mm in this work gives a total number of atoms of ~450 (assuming a Rb atomic density of 

6 × 1012 atoms/cm
3
 for a vapor at 100℃). 

2.2 Fabrication 

The TNF fabrication system contains four major parts, e.g. the pulling stage, the fire arm, 

the microscope system, and the transmission monitor, which are shown in Figure 2.1. The 

pulling stage is used to pull the fiber apart and control the fire arm during fabrication. It is built 

with a Newport 3-axis motion controller, which is controlled by a customized Matlab program. 

Axis 1 & 2 of the controller control two magnetic fiber clips and drive them apart in fabricating. 
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Axis 3 controls the fire arm and scan the flame along with the fiber during the pulling process. 

Parameters such as moving speed and acceleration of each axis is adjustable through Matlab. 

Changes of these parameters will change the widths and lengths of the TNF. High degree 

purified hydrogen and oxygen are used in the fire system. Each gas goes through two regulators 

sequentially and gets its pressure controlled. The gases mix at a T connector and release from a 

tapered outlet notch, which is assembled onto Axis 3 of the motion controller. A sapphire 

crystal is placed in the center of the outlet with a small gap between its side surface and the 

inside wall of the notch, which ensures the gas releases evenly and forms a nice cone-shape air 

flow. The microscope system is used to monitor the shape of the tapered fiber. This system 

contains an internal illumination light source, a microscope, and a display. As light comes out 

of the illumination source, it is forced by the microscope and shoots on the fiber. The reflection 

will be received by the microscope and send to the display. For a regular single mode fiber 

(SMF) with even diameter, the image on display is a bright white rectangle with a light grey 

border, which are corresponding to the core and cladding. For a TNF fiber, a rainbow pattern 

with will be seen on the display (Figure 2.2). This is because the TNF’s diameter is gradually 

reduced from the outside to the center (tapered part). As white light shoots on the fiber, beam 

refracts on its way back. Similar phenomenon is commonly seen from a prism. The refraction 

pattern helps us to determine the width of TNF, which will be explained later. The transmission 

monitor is used to monitor the TNF’s transmission. It contains a 780nm diode laser, a photo 

detector, and a digital scope. A laser beam from the diode laser is coupled into the fiber from 

one end. It transmits through the TNF and received by the detector. By monitoring the output 

intensity and comparing it with its original value (before pulling), we can tell the transmission 
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of the TNF.  

 

Figure 2.1 Tapered nano-fiber (TNF) fabrication system 

 

TNF is built from a single mode fiber (SMF). Considering the resonant frequency of Rb 

system is in the 780nm range, we use Thorlabs 780HP fiber as the raw fiber, which has a 

125𝜇𝑚 thick cladding and a 250 𝜇𝑚 coating. The coating, which is made by acrylic polymer, 

has to be removed before pulling. The stripped section is then cleaned by methanol. After the 

fiber is prepared, the Matlab code will be started. It will firstly initialize the motion controller 

by moving all three axes to their original positions. The pulling stage will then go into a 

one-minute idle before it starts pulling. Meanwhile, the prepared fiber will be loaded onto the 

pulling stage and firmly held by two magnetic clips. Its stripped section will be kept in the 

center of two clips. The fire will be lit once the pulling starts. The fiber gets heated by the flame 

and is pulled apart by axis 1 & 2. The pulling process will end when axis 1 & 2 reaches a 
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pre-defined position. And the flame will be turned off by closing the valves on two gas tubes. 

Pulling can also be terminated early by pressing a stop button on the motion controller if a 

desired TNF width has been observed through the monitoring system. The microscope system 

is used to monitor the width of tapered fiber. Unfortunately, due to the resolution limit of the 

microscope, the TNF image on display becomes very blur as the width of TNF’s width gets 

smaller than 1 𝜇𝑚, which makes it hard to measure the width accurately. To precisely measure 

the width of the TNF, a high vacuum scanning electron microscope (SEM) is used. However, 

SEM requires its sample to be stick onto an isolating black tape. This operation will kill the 

transmission and make the TNF useless after measurement. To overcome this problem, it is 

found that the refraction pattern of the TNF can help to determine the fiber width without 

destroying fiber’s transmission. As the tapered session gets thinner, the refraction pattern tends 

to show different color. A map is built to link the refraction pattern to the SEM test results 

(Figure 2.3). This map is used as an empirical matching engineer. After pulling is done, the 

refraction pattern will be looked up in the map to find the best matching width. Error of this 

estimation is around ±100nm. The estimation can be improved after combined with the fiber 

transmission result. TNF’s transmission is monitored by the transmission monitoring system. 

As TNF gets thinner, less energy is confined inside the fiber, which reduces the transmission 

[8]. Relation between energy fraction outside fiber and fiber diameter is shown in Figure 2.3. 

Combined the real transmission with dispersion pattern, the fiber width can be measured with 

an error about 50nm. Another usage of the transmission monitor is to make sure the TNF is 

fabricated properly. In a proper fabrication process, transmission will gradually reduce. Several 

factors, such as air flow and dust, can affect pulling quality. In such cases, abnormal volatility 
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will be captured by the transmission monitor. Fabrication has to be redone. After the pulling is 

finished, the TNF is glued onto a copper holder.  

 

Figure 2.2 Map TNF scattering pattern with SEM test result. 

 

Figure 2.3 Fraction of mode energy outside fiber (black) and Mode area (blue) vs. fiber 

diameter. 
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2.3 Absorption in Rb vapor 

 Study of evanescent interaction is carried in a vacuum system. The vacuum system has two 

sections, e.g. a Rb reservoir and an interaction section. These sections are separated by a valve, 

and are continuously pumped by a mechanical pump to a pressure of 10 mTorr. The fiber is first 

attached to a custom made copper chuck using UV curable epoxy. The chuck is then inserted 

into the vapor cell from the top. Custom made Teflon ferrules mounted into Swagelok 

connectors are drilled through the center with a number 80 drill bit so that the fiber slips 

through. When the Swagelok connector is tightened, the ferrules are forced down and 

compressed to form a tight seal around the input and output of the fiber in order to keep air out 

of the system. To vaporize the Rb, the reservoir holding the Rb is heated to a temperature of 

150 °C. In order to minimize the amount of Rb condensing on the cell and the fiber both are 

heated to about 100 °C. If Rb condenses on the fiber, transmission through the fiber will 

decrease. Light may be coupled into the fiber, and monitored at the output with an APD. A 

detailed schematic of the TNF system is shown in Figure 2.4.  

 

Figure 2.4 RB Vacuum System for evanescent interaction study. 
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Rb Linear Absorption with a Tapered Nano-fiber 

A weak probe beam (approximately 10 nW) obtained from a Ti-Sapphire laser was 

transmitted through the TNF, and the optical transmission was monitored with an avalanche 

photodiode (APD), as shown in Figure 2.5(a). The frequency of the probe was scanned over the 

Doppler broadened spectrum of the D2 manifold. Figure 2.5(b) shows the transmission 

spectrum through the TNF (lower spectrum) and a reference Rb vapor cell kept at 100 °C 

(upper spectrum). The atomic density is estimated to be 6×10
12

 /cm
3
. 

 

Figure 2.5 Linear absorption in a Rb vapor embedded TNF (blue) and reference cell 

(black) 

 

The dip on the left corresponds to the F =2 transitions in the D2 manifold of 
87

Rb, while the 

dip on the right corresponds to the F =3 transitions in the same manifold of 
85

Rb. Far away from 

resonance, the probe was found to be attenuated by about 20% due to a combination of losses at 

the input couplers and by TNF absorption. The data clearly show transmission dips 

representative of Rubidium vapor absorption, with peak locations similar to that of the 

reference cell. However, the shape of the transmission dips for the Rb-TNF system is slightly 
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different than that for the reference cell, which is due to both differences in Doppler broadening 

and transit time dephasing present in this experimental measurement. 

2.4 V-system modulation 

We also performed a modulation experiment in the TNF system using counter-propagating 

and orthogonally polarized pump and probe. The experimental setup is summarized in Figure 

2.6. The output of a Ti:Sapphire laser was split by a 50/50 non-polarizing beam splitter. The 

beam reflected by the splitter was shifted up by 80 MHz with an acousto-optic modulator 

(AOM), to produce the S-polarized probe beam. The beam passing through the splitter was 

upshifted by a second AOM, also at 80 MHz, to produce the pump beam, which was 

P-polarized by passing through a half-wave plate. Attenuators (not shown) were then used to 

reduce the power in both beams independently. The pump and probe were combined on a 

polarizing beam-splitter (PBS), and coupled into the TNF. The output was passed through 

another PBS, separating out the pump and the probe. The probe was then detected with an 

avalanche photo-diode (APD). Using another non-polarizing beam splitter, 10% of the probe 

beam (before attenuation) was diverted to a vapor cell for saturated absorption spectroscopy. 

Signal from this cell was used to lock the laser to a hyperfine transition. 
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Figure 2.6 Experimental setup for demonstrating degenerate V-system modulation. Both 

AOMs are operated at the same frequency (80 MHz). The pump and the probe are each 

linearly polarized and orthogonal to each other. 

 

A saturated absorption measurement was also performed using this setup and it showed the 

expected transparencies along with the cross-over peaks. Figure 2.7 illustrates the probe 

transmission spectrum (power ~1 nW) for counter- propagating pump powers of 10 nW 

(middle, green) and 30 nW (lower, red), for a TNF with a waist diameter of approximately 400 

nm. For comparison, a reference trace is also shown for a conventional vapor cell (upper, blue). 

Here, the transparencies correspond to the F =3→ F’=2 and F= 3→F’= 3 transitions and the 

corresponding cross-over peak. 
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Figure 2.7 Saturated absorption observed in TNF with a probe power of 1 nW and a 

pump power of 10 nW (green) and 30 nW (red). Also plotted is saturated absorption in a 

reference cell (blue) 

 

For the conventional vapor cell, the transparency seen at the cross-over resonance is larger 

than that at the hyperfine resonance peaks due to the larger number of atoms in the combined 

180 MHz Doppler-shifted groups (there is approximately 1.5 times the number of atoms in an 

isotropic vapor cell, which arises from the width of the Doppler distribution) than the 

individual zero axial velocity groups. Furthermore, the peak widths are the power-broadened 

individual hyperfine transitions (~6 MHz power broadened to ~18 MHz). However, for the 

TNF signal, there is a noticeable difference between the linewidths and relative amplitudes of 

the two peaks. Here, the line broadening for the lower (middle) power curve is due primarily to 

the transit-time effect. The transit-time broadening is about 110 MHz, close to the theoretical 

prediction. The dramatically smaller amplitude of the cross-over resonance in the TNF 

measurement is likely due to a non-isotropic atomic velocity distribution in the Rb-TNF cell, 
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which leads to a smaller population of atoms with the correct longitudinal Doppler shifted 

velocity component. The relative magnitude of the three absorption peaks is consistent with a 

210 MHz wide effective Doppler distribution. The effective reduction of the Doppler width 

may be attributable to the geometry of the cell and the relative position of the TNF and the 

vacuum pump. Further investigation will be carried out in the future to study this effect. 

Figure 2.8 shows Rb linear absorption data taken using this setup. The probe (pump) 

power was 100 pW (40 nW). First, the red trace shows the probe transmission when the pump 

beam is turned off. As the probe frequency was scanned across the D1 manifold, three dips 

were observed. The biggest dip corresponds to the transition from the 5S1/2, F=3 ground-state 

in 
85

Rb to the 5P3/2 hyperfine levels, which are not resolved because of Doppler broadening. 

The small dip on its left corresponds to a transition in 
87

Rb, from 5S1/2, F=2 ground-state to the 

5P3/2 hyperfine levels. The dip on its right corresponds to the transition from the 5S1/2, F=2 

ground-state in 
85

Rb to the 5P3/2 hyperfine levels. The scan range was not long enough to see 

the other transition in 
87

Rb, from 5S1/2, F=1 ground-state to the 5P3/2 hyperfine levels. 

 

 

Figure 2.8 Absorption of D1 line in the absence (red) and presence (blue) of the pump. 



38 

 

 

The blue trace shows the probe absorption when the pump is turned on. There is a strong 

increase in the probe transmission at the center of the F=3 transition (the middle one in Figure 

2.8). The physical mechanism behind the strong modulation of the probe transmission caused 

by the pump can be explained as follows. Consider first the Zeeman sublevel of the mF = 0 in 

the F=3 ground-state, and how it is coupled to the F” = 2 excited state. The probe, which is a 

superposition of left and right circularly polarized light, with a relative phase Ψ, would couple 

this state to mF = -1 and mF = 1 sublevels in the F” = 2 state. The pump is also a superposition of 

left and right circularly polarized light, with a relative phase Φ, and would excite the same pair 

of transitions. However, the phases Ψ and Φ differ by 𝜋. As such, the net interaction can be 

represented as a V-system, with one leg excited by the probe and the other by the pump. This is 

illustrated in Figure 2.9. Here, the in-phase superposition state (|p>) is coupled to the ground 

state |a> by the P-polarized pump beam only, and the out-of-phase superposition state (|n>) is 

coupled to the ground state |a> by the S-polarized probe beam only. Thus, the net interaction is 

equivalent to the V-system and the mechanism can be understood in terms of the Autler Townes 

splitting or the Quantum Zeno effect, as explained in the previous chapter. Specifically, when 

the pump is turned on, the ground state gets split into two dressed states, each out of resonance 

for the probe if the pump intensity is greater than the saturation intensity of the isolated atom 

(i.e., Ω>Γ, whereΩ is the pump Rabi frequency, and Γ is the natural linewidth). When the 

Doppler broadening is taken into account, the condition for probe transparency is thatΩ >

√Γ ∗ ΓD, whereΓD is the half-width of the Doppler broadening. This condition is satisfied by 

the pump power (~40 nW) used. The same model applies to transitions to the F’ = 3 and F’ = 4 
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excited states as well. Of course, for some values of mF, only left (right) circular transition is 

allowed; in that case, the system behaves as a pure two level transition, excited by identically 

polarized parts of the pump and the probe. The reduction in probe transmission for these 

sublevels is due to the conventional saturation based transparency. 

 

 

Figure 2.9 Schematic illustration of the Autler Townes splitting (AC Stark splitting) 

induced transparency. 

 

It should be noted that when the pump is turned on, the residual probe absorption develops 

some asymmetry, and the centroid of each dip appears to be slightly shifted. Further 

investigation is required to elucidate the origin of these effects - for the purpose of modulation, 

these effects may not be very important. 

Figure 2.10 shows results of pulsed modulation, with the laser locked at the center of the 

F=3 transition. The probe is kept constant at 100 pW, while the pump intensity is modulated by 

using the pump AOM. The top left panel shows the probe transmission when this modulation is 

at 10 Hz. The other three panels show the same for increasing modulation frequencies. At 10 

KHz, the probe transmission deviates from the square profile, due to the limited bandwidth 

(~50kHz) of the APD. 
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Figure 2.10 Low-frequency modulation results for a duty cycle of 70% (on-state), for four 

different frequencies. At 10 kHz, the signal is limited by the APD bandwidth. 

 

A careful consideration of the physical mechanism behind this modulation reveals that the 

modulation speed is fundamentally limited by the time needed for the atoms to repopulate the 

ground state, |a>, after the pump is turned off, so that they can absorb the probe again. This 

means that the modulation bandwidth cannot exceed the homogeneous linewidth (HL). The HL 

can be increased very significantly by adding a buffer gas, such as 
4
He. In a series of studies 

carried out in the context of the development of diode pumped alkali lasers (DPALs), it has 

been shown that the atoms excited to the 5P3/2 state relaxes very rapidly to the 5P1/2 state. The 

rate of relaxation from the 5P1/2 state to the ground state can be augmented by adding an 

auxiliary, strong beam that would be turned on and at the same time as the pump is turned off, 

and turned off before turning on the pump again. For buffer gas pressure of 1 atm, the HL is 
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about 20 GHz. A HL as large as 500 GHz is possible in the presence of a buffer gas pressure of 

25 atm. This is discussed in greater detail in a later chapter. 

In order to take advantage of this, one has to employ cascade transitions as the rapid fine 

structure mixing happens between the spin-3/2 and spin-1/2 state. Further, we would like to 

operate at a telecommunication wavelength. Hence, we decided to employ the 5S1/2-5P1/2-6S1/2 

transition where the lower leg is excited by a pump optical field at 795 nm, while the upper leg 

is probed using a weak optical field at 1323 nm. We will discuss some spectroscopic details of 

the system before moving on to the actual experiments. 

2.5 Enhancing TNF’s Life Time 

It is found that the TNF’s transmission drops gradually over time and is believed that the 

fundamental reason for the transmission dying down was because of Rb atoms sticking to the 

relatively cooler surface of the fiber, thereby preventing transmission and breaking the 

symmetry of the evanescent field around the TNF. I tried four approaches to overcome this 

problem. First, a sandwich structure fiber holder is designed, which is composed by two layers 

of copper (Figure 2.11). The TNF is placed between two layers and is held tightly by the rubber 

cushions on both sides of the holder. The TNF received better heating in this way. Second, a 

tungsten filament is placed around the TNF. After the TNF’s transmission drops, this filament 

will heat the TNF and bring the transmission back. The configuration is shown in Figure 2.12. 

Third, a laser cleaning system is built with a 25W CO2 laser, as shown in Figure 2.13. The laser 

beam, coming out from the CO2 laser, is focused on the TNF. The focus spot can be moved by 

turning the tilt mirror. The TNF gets heated by the laser beam and transmission will be resumed 
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in some degree. However, this setup can only clean one side of the TNF which is facing toward 

the incoming lase beam. Also, it is very hard to perfectly align and focus the beam since beam 

is invisible. Forth, we tried to replace the Rb cell with several Rb getters [REF]. The Rb getter, 

as shown in Figure 2.14, is a semiconductor device, which is designed to release Rb vapor by a 

desired precise amount. The release rate is controlled by the voltage applied to the device. 

However, after a series tests, it is found that the release rate is too low to match our experiment 

requirement.  

 

Figure 2.11 Sandwich structure fiber holder for enhancing TNF’s life time. 

 

Figure 2.12 a tungsten filament placed around the TNF for enhancing TNF’s life time.  
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Figure 2.13 A CO2 Laser Cleaning System for enhancing TNF’s life time. 

 

Figure 2.14 Replace Rb Cell with Rb Getter.  

2.6 Substitute: A Two-Layer Slab Waveguide 

 Considering TNF’s high maintaining cost and relatively short lift time, we considered to 

use a customized slab waveguide to replace the TNF. To make a waveguide, we need to provide 

the materials and dimensions of the waveguide. Effective index approximation [41] is used 

here.  

 Traditional slab waveguide contains three layers of materials with different dielectric 

constants. Light may be confined in the middle layer by total internal reflection if the dielectric 
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index of the middle layer is larger than that of the surrounding layers [42]. In our case, the 

waveguide is designed to be a two-layer slab and the top layer is removed so that the 

evanescent field on top of the waveguide can interact with its surrounding environment. Silicon 

nitride and silicon dioxide are used as the middle and base layers respectively. The refractive 

index of silicon nitride (n2) and silicon dioxide (n3) is a function of wavelength. They are 

given by ref. 43 

      𝑛2(𝜆) = √
𝐵1×𝜆2

𝜆2−𝐵2
2 + 1               2.1 (a) 

      𝑛3(𝜆) = √ 𝐶1 +
𝐶2×𝜆2

𝜆2−𝐶3
+

𝐶4×𝜆2

𝜆2−𝐶5
             2.1 (b) 

where B1 = 2.8939 , B2 = 0.13967 , C1 = 1.28604141 , C2 = 1.07044083 , 

C3 = 1.00585997 × 10−2 , C4 = 1.10202242 , C5 = 100 , and λ is in micro-meter. For 

𝜆 = 795nm, n2 = 1.9965, n3 = 1.5384. For 𝜆 = 1323nm, n2 = 1.9815, n3 = 1.5307. These 

values are used to calculate the power distribution and effective refractive index which will be 

discussed.  

Figure 2.15 shows the schematic of using effective index approximation to simulate power 

distribution of such a slab waveguide. Figure 2.15(a) shows a 3D view of this slab waveguide. 

A horizontally polarized light is coupled into the waveguide and propagates along the z 

direction. The waveguide is placed on the x-z plane and its vertical axis is defined as y. The 

thickness of silicon nitride layer is t nm. The width of silicon nitride layer is w nm. Width of the 

silicon dioxide layer is the same. Considering the power fraction within the base layer won’t be 

able to interact with the environment, we set the thickness of the silicon dioxide to be infinite to 

simplify the calculation. To study the power distribution of this waveguide, we use effective 

refractive index approximation. The first step is to calculate the power distribution on top of the 
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waveguide in 2D, where we assume the slab has an infinite width, as shown in Figure 2.15(b). 

The effective refractive index is also calculated here. A slab waveguide is now considered to be 

an effective media with a unique refractive index, which is equal to the effective refractive 

index. We then assume the thickness of the media is infinite and calculate the power 

distribution on two sides of the media by plugging the effective refractive index into Maxwell 

Equation, as shown in Figure 2.15(c). Figure 2.16 shows the power distribution and effective 

refractive index calculated in the asymmetric case. Figure 2.17 shows the power distribution in 

the symmetric case. 

 

 

Figure 2.15 Schematic of using effective index approximation to simulate power 

distribution of such a slab waveguide. See text for more details. 
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Figure 2.16 Two-layer slab waveguide power distribution and effective refractive index 

in asymmetric case, assuming slab width is infinite. Plot (a - c) shows the power fraction 

as a function of waveguide thickness at the top, inside, and bottom of the silicon nitride 

layer respectively. Plot (d) shows the effective refractive index as a function of waveguide 

thickness. The blue and green lines represent the values for 795nm and 1323nm beam 

respectively. 

 

Remember in the TNF session, a 10% power leakage was observed within a 450nm 

nano-fiber. We would like to obtain the same power distribution using this waveguide. 

However, due to manufacture limits, the smallest thickness achievable was 250nm. 

Considering the power leakage on top of the waveguide (shown in Figure 2.16 (a)) is 

monotonically decreasing when thickness goes larger than 250nm. We choose t = 250nm as the 

desired thickness. Power distribution of a two-layer slab waveguide with infinite width and 
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250nm thickness is shown in Table 2.1. 

 

 

Figure 2.17 Power distribution of two-layer slab waveguide in symmetric case. Effective 

refractive approximation is used here. Plot (a) shows the power fraction on the sides of 

the effective media changes as a function of media width. Plot (b) shows the power 

fraction within the media. 

 

 Combining results of asymmetric solution and symmetric solution, we designed a 

waveguide with 250nm thickness and 400nm width. The total power distribution is given in 

Table 2.2. 

  780nm 1323nm 

Top ~5% ~9% 

Inside ~80% ~55% 

Bottom ~15% ~36% 

Table 2.1 Power distribution in and out of the top layer of a two-layer slab waveguide 



48 

 

with infinite width and 250nm thickness. 

 

  780nm 1323nm 

Top ~5% ~9% 

Sides ~8% ~16% 

Outside total ~13% ~25% 

in waveguide ~68% ~33% 

Table 2.2 Power distribution of the two-layer slab waveguide with 250nm thickness and 

400nm width. 
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CHAPTER 3 N-LEVEL ALGORITHM 

3.1 Introduction 

For some situations in atomic and molecular physics, it is necessary to consider a system 

with many energy levels, such as excitation involving many hyperfine levels and/or Zeeman 

sublevels. The Liouville’s equation that describes the evolution of the density matrix, is 

expressed in terms of a commutator between the density matrix and the Hamiltonian, as well as 

additional terms that account for decay and redistribution [16, 44, 45, 46, 47]. To find 

solutions to this equation in steady-state or as a function of time, it is convenient first to 

reformulate the Liouville’s equation by defining a vector corresponding to the elements of the 

density operator, and determining the corresponding time evolution matrix. To find the 

steady-state solution in a closed system, it is also necessary to eliminate one of the diagonal 

elements of the density matrix from these equations, because of redundancy. For a system of N 

atoms, the size of the evolution matrix is 𝑁2 × 𝑁2, and the size of the reduced matrix is 

(𝑁2 − 1) × (𝑁2 − 1) . When N is very large, evaluating the elements of these matrices 

becomes very cumbersome. In this section, we describe an algorithm that can produce the 

evolution matrix in an automated fashion, for an arbitrary value of N. 

 This Algorithm has been proven greatly helpful and extended to all my future researches. 

Usage of N-Level algorithm will be revisited in later chapters of this thesis.  
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3.2 A Two Level System  

 

Figure 3.1 Schematic diagram showing a two-level system. (a) two-level system with 

eigenvector |1> and |2> ; (b) considering photon numbers, where |N,1> and |N+1,1> 

have the same energy, and the energy difference between |N+1,1> and |N,2> is ℏδ 

 

To illustrate the basic idea behind the algorithm, we first consider the simplest case: a 

two-level system of atoms excited by a monochromatic field [46], as illustrated in Figure 3.1. 

Here, ℏ𝜔1 and ℏ𝜔2 are the energies of levels |1 > and |2 >, and 𝜔 is the frequency of the 

laser, with a Rabi frequency of Ω0 [48]. The Hamiltonian, under electric dipole and rotating 

wave approximations, is given as 

 

 

0

0

i t-kz0
1

-i t-kz

+

+0
2

e
2

=

e
2

 

 





 
 
 
 

 
 

H           (3.1) 

where k is the wavenumber of the laser, z0 is the position of the atom, and  is the phase of the 

field.  Without loss of generality, we set z0=0 and =0 in what follows. The corresponding 

two-level state vector for each atom is  
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1

2

( )

( )

C t

C t


 
  
 

                               (3.2) 

which obeys the Schrodinger Equation 

i
t








H                (3.3) 

To simplify the calculation, we convert the wave function to the rotating wave frame by 

carrying out the following transformation into an interaction picture:  

1

2

( )

( )

C t
R

C t
 

 
  
 

              (3.4) 

where 

1

2

i t

i t

e 0

0 e
R





 
  
               

The Schrödinger equation now can be written as  

i
t








H                      (3.5a) 

where 

0

0

0
2

2


 
 

  
  

 

H               (3.5b) 

 2 1=                    (3.5c) 

The time independent Hamiltonian shown in Eqn. 3.5b can also be derived easily without 

any algebraic manipulation. To see how, consider the diagram shown in Figure 3.1(b), where 

we have added the number of photons as a quantum number in designating the quantum states. 

Thus, for example, |N,1> represents a joint quantum system where the number of photons in 

the laser field is N, and the atom is in state 1, and so on. Of course, a laser, being in a coherent 



52 

 

state, is a linear superposition of number states, with a mean photon number <N>, assumed to 

be much larger than unity. In the presence of such a field, the interaction takes place between 

near-degenerate states, namely |N,2> and |N+1,1>, for example, with a coupling rate of 0/2, 

where Ω𝑁 ∝ √𝑁. Since the mean value of N is assumed to be very large, and much larger than 

its variance, one can assume the mean value of N , defined as 0 to be proportional to √〈𝑁〉. 

Under this approximation, we see that the coupling between any neighboring, near-degenerate 

pair of states is 0, and the energies of these states differ by δ. If we choose the energy of 

|N+1,1> to be 0, arbitrarily, then the energy of |N,2> is –ћδ. The interaction is contained within 

a given manifold, so that a difference in energy (by ћω) between neighboring manifold is of no 

consequence in determining the evolution. These considerations directly lead to the 

Hamiltonian in Eqn.3.5(b). For a system involving more than two levels, a similar observation 

can be employed to write down the time-independent Hamiltonian by inspection, as we will 

show later. 

The decay of the excited state amplitude, at the rate of Γ/2, can be taken into account by 

adding a complex term to the Hamiltonian, as follows: 

  ℋ̃′ = ℏ [
0

Ω0

2
Ω0

2
−

𝑖𝛤

2
− 𝛿

]                        

 (3.6) 

For this modified Hamiltonian, the equation of evolution for the interaction picture density 

operator can be expressed as  

  
𝜕

𝜕𝑡
�̃� =

𝜕

𝜕𝑡
�̃�ℎ𝑎𝑚 +

𝜕

𝜕𝑡
�̃�𝑠𝑜𝑢𝑟𝑐𝑒 +

𝜕

𝜕𝑡
�̃�𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑐𝑒−𝑑𝑒𝑐𝑎𝑦 ≡ 𝑄        

(3.7) 
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where the 2nd term in the middle accounts for the influx of atoms into a state due to decay from 

another state, and the 3
rd

 term stands for the dephasing decay. In the case of a two level system, 

we have:  

  
𝜕

𝜕𝑡
�̃�ℎ𝑎𝑚 = −

𝑖

ℏ
[ℋ̃′�̃� − �̃�ℋ̃ ′∗]                          

 (3.8.a) 

𝜕

𝜕𝑡
�̃�𝑠𝑜𝑢𝑟𝑐𝑒 = [

𝛤�̃�22 0
0 0

]             (3.8.b) 

𝜕

𝜕𝑡
�̃�𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑐𝑒−𝑑𝑒𝑐𝑎𝑦 = [

0 −𝛾𝑑�̃�12

−𝛾𝑑�̃�21 0
]         (3.8.c) 

For simplicity, later in this thesis, we ignore the dephasing term in Eqn. 3.8(c). Substituting 

Eqn.3.6 into Eqn. 3.8a, we get: 

    

     

0 12 21 12 0 11 22

ham

21 0 11 22 0 12 21 22

1 1
( 2 )

2 2

1 1
( 2 ) 2

2 2

i i i

i i i
t

     



      

 
     

 
            
 






                   (3.9) 

 

Substituting Eqn. 3.8 into 3.7, we get

 

    

     

0 12 21 22 12 0 11 22
11 12

21 22
21 0 11 22 0 12 21 22

11 12

21 22

1 1
i - + i i( +2i ) + -

2 2

1 1
- i (-i -2 ) + - -i - -2

2 2

Q

t

Q
Q

Q Q

t

      
 

 
      



 
     

  
      

 
 




 

 
   

 



                   (3.10) 

To solve these equations, it is convenient to construct the following vector 

11

12

21

22

A









 
 
 
 
 
 

   

    

          (3.11) 
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Eqn.3.10 can now be expressed as a matrix equation 

MAA
t






     
            (3.12) 

where M is a (4×4) matrix, represented formally as: 

 

11 12 13 14

21 22 23 24

31 32 33 34

41 42 43 44

M M M M

M M M M
M

M M M M

M M M M

 
 
 
 
 
   

 

Of course, the elements of this matrix can be read-off from Eqn.3.10. However, this task is 

quite cumbersome for an N-level system. Thus, it is useful to seek a general rule for finding this 

element without having to write down Eqn. 3.10 explicitly. Later on in this paper, we establish 

such a rule, and specify the algorithm for implementing it. Here, we can illustrate this rule with 

some explicit examples:  

M11= 11Q , if we set 
11 =1 and ( 11)ij ij  =0 in Eqn.3.7;  

M12= 11Q , if we set 12 =1 and ( 12)ij ij  =0 in Eqn.3.7; 

M13= 11Q , if we set 
21 =1 and ( 21)ij ij  =0 in Eqn.3.7; 

M14= 11Q , if we set 
22 =1 and ( 22)ij ij  =0 in Eqn. 3.7; 

M21= 12Q , if we set 
11 =1 and ( 11)ij ij  =0 in Eqn.3.7; 

M22= 12Q , if we set 
12 =1 and ( 12)ij ij  =0 in Eqn. 3.7; 

M23= 12Q , if we set 
21 =1 and ( 21)ij ij  =0 in Eqn. 3.7; 

M24= 12Q , if we set 
22 =1 and ( 22)ij ij  =0 in Eqn. 3.7; 

    Etc. ...                (3.13) 
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This is the key element of the algorithm presented in this paper. Explicitly, in a computer 

program, such as the one in Appendix A, every time a parameter is changed, the elements of the 

M matrix are evaluated by repeating Eqn.3.7, while setting all but one of the elements of the 

density matrix to zero. For numerical integration as a function of time, one can then use a 

Taylor expansion, for example, to solve Eqn. 3.12. 

To find the steady-state solution, we set 0A
t




 , so that: 

11 12 13 14

21 22 23 24

31 32 33 34

41 42

11

12

21

243 4 24

0

M M M M

M M M M

M M M M

M M M M









 
 
 
 
 


 
 
  
 




 

          (3.14) 

Expanding this equation, we get: 

11 12 21 22

11 12 21 22

11 12 13 14

21 22 23 24

31 32 33 34

41 42 43

11 12 21 22

11 12 21 244 2

M M M M

M M M M

M M M M

M M M M

   

   

   

   

   

   










 

 



 

           (3.15) 

For a closed system, the sum of the diagonal elements of the density matrix equals unity. In 

the case of the two level system, we thus have
11 22 1   . Since we have five equations for 

four variables, one of the equations in Eqn.3.15 is redundant. We can thus choose to eliminate 

the last equation, for example, and replace 
22 with 

11(1 ) in the remaining three equations, 

to get 

11 11

12 12 11

11 12 13 14 14

21 22 23 24 24

31 32 33 34 321 21 4

'

M M M M M

M M M M M

M M M M M

M

 

  

 

     
     

 
     
      

   
   


   

               (3.16.a) 

so that 

 

 

 

11 14 12 13 14

21 24 22 23 24

31 34 32 33
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21 34

M M M M M

M M M M M

M M M M M
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



   
   
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

  
 

 
 
       

        (3.16.b) 
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Here, we have defined M’ as the reduced matrix resulting from M after eliminating the last row 

and column, for convenience of discussion during the presentation of the general algorithm 

later on.  

To simplify the notation further, we define: 

11

12

21

B







 
 


 
  

, 

14

24

34

M

M

M

S

 









, 

 

 

 

11 14 12 13

21 24 22 23

31 34 32 33

M M M M

W M M M M

M M M M

 
 
 
 











    

  (3.17)

 

Using these definitions in Eqn. 3.16, we get: 

   WB S           

Multiply both side by W
-1

, we get 

1B W S                  (3.18) 

In a computer code, such as the one in Appendix A, the elements of W and S can be 

determined in an automated fashion by using a simple algorithm based on a generalization of 

this example. We get the values of 
11 , 12 , and 21  by using Eqn.3.17. Using the condition

11 22 1   , we can find the value of 22 .  

For the 2-level system, the elements of M, W and S can be worked out by hand, without 

employing the general rules, with relative ease. However, for arbitrarily large systems, it can 

become exceedingly cumbersome. In what follows, we describe a compact algorithm for 

determining the elements of M, W and S for a system with N energy levels. 

To start with, determine the elements of the complex effective Hamiltonian of Eqn.3.6, as 

well as the elements of 
source for the N-level system. These matrices can be used to calculate 

the elements of Q, as defined in Eqn. 3.7 and 3.10. The elements of M can then be found by 
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using the following algorithm. Let Mnp denote the element corresponding to the n-th row and 

p-th column of the M matrix. Similarly, let Qαβ denote the element corresponding to the -th 

row and -th column of the Q matrix, and  denote the elements corresponding to the -th 

row and -th column of the   matrix. Then use the following prescription to obtain Mnp = 

Qαβ if we set  =1 and ( )ij ij   =0 in Eqn.3.7. 

Thus, the crux of the algorithm is to obtain a way of finding α,β,ε and γ efficiently, for a 

given set of values of {n,p}. These indices are obtained as follows: 

  =  nzrem[n/N];  = 1+(n-)/N;   =nzrem[p/N];   = 1+(p-)/N      

(3.19) 

where nzrem is a user-defined function prescribed as follows: nzrem[A/B]= remainder[A/B] 

if the remainder is non-zero; otherwise nzrem[A/B]=B. As an example, consider the case of 

the last line in Eqn.3.13. Here, n=2, p=4 and N=2. Thus, applying Eqn.3.19, we get: =2, 

=1, =2, =2, in agreement with the last line of Eqn.3.13. We should note that there are 

other ways to determine these coefficients as well, using the greatest integer function, for 

example.  

Once (α,β) and (ε,) have been obtained, set  to be 1 while setting the other elements 

to 0, evaluate the Q matrix using Eqn.3.7 and then pick out Qαβ and assign it to Mnp. Then 

repeat this procedure of evaluating the Q matrix every time with different element of the   

matrix set to 1 sequentially, until all elements of the M matrix have been calculated. 

The steps for finding S and W, as defined in Eqn.3.17 for the case of a two level system, 

are rather simple. The last column of the M matrix barring the very last element is the S 

matrix. In order to determine the elements of W, find first the M’ matrix, which is obtained 
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from M by eliminating the last row and the last column, as illustrated in Eqn.3.16 for a two 

level system. Define Ci as the i-th column of the M’ matrix, and Di as the i-th column of the 

W matrix. Initialize the W matrix by setting Di=Ci for each value of i, ranging from 1 to 

(N
2
-1).  Then, update a selected set of Di, using an index k running from 1 to (N-1), as 

follows: 

  D(k-1)N+k = C(k-1)N+k  –S               (3.20) 

 

Figure 3.2 Population of excited state for a two-level system calculated using this 

algorithm. 

 

To illustrate this rule, consider, for example, the case where N=3. In this case, D1=C1-S 

(for k=1) and D5=C5-S (for k=2), and Di=Ci for the other six columns. With S and W thus 

determined, Eqn.3.20 is used to find the steady-state solution vector: B. A particular element 

of the density matrix, jk (excluding
NN ), corresponds to the ((j-1)*N+k)-th element of the 

B vector. The population in the N-th level, 
NN  is simply obtained from the knowledge of 
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the steady- state populations in all other levels and the constraint 
1

N

ii

i




 = 1. Explicitly, we 

can write: 

( 1)

1

1 (( 1) )
N

NN

j

B j N j




   
            

(3.21)
 

where we have used the notation that B(k) represents the k-th element of the B vector. 

A Matlab code for an N-level system, applied to the case of two-levels, is shown in 

Appendix A.  The code is valid for a general system, by changing N to any integer value, and 

modifying the effective, complex Hamiltonian (Eqn.3.6) and the source terms (Eqn. 3.7) only. 

The rest of the program does not have to be changed. Of course, the plotting commands would 

have to be defined by the user based on the information being sought. As an example, the 

population of the excited state as a function of the detuning, , produced by this code, is plotted 

in Figure 3.2. 

3.3 A Three Level System  

The two-level problem discussed above is somewhat trivial, and may mask the generality 

of the algorithm. Therefore, we include here the specific steps for a three-level  system [49, 

50, 51, 52, 53, 54], shown in Figure 3.3, in order to elucidate how the algorithm is 

completely transparent to the number of energy levels involved.  
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Figure 3.3 Schematic illustration of a three level system 

In this case, the Hamiltonian under electric dipole and rotating wave approximations is 

given by 
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H            (3.22) 

where 1 , 2 , and 3  are the energies of the three levels, and a  and b  are the 

frequencies of the laser fields. 

After applying the interaction picture transformation using the following matrix 

i

i

i

e 0 0

0 e 0

0 0 e

R=

t

t

t





 
 
 
 
 

ò

             (3.23) 

where θ = ω1 −
∆

2
, 𝛽 = ω2 +

∆

2
, ∆= 𝛿𝑎 − 𝛿𝑏 , 𝛿 = (𝛿𝑎 + 𝛿𝑏)/2, 𝛿𝑎 = ω𝑎 − (ω3 − ω1), 𝛿𝑏 =

ω𝑏 − (ω3 − ω2)  the Hamiltonian can be expressed as 

a

b

a b

0

= 0 -
2

-2

  
 

  
   

H

.

            (3.24) 

The transformed state vector for each atom can be written as 

3

b

2

1

a

a= b  0
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  
 
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               (3.25) 

The time independent Hamiltonian Η̃  of Eqn.3.24 can be written down by inspection, 

following the discussion presented earlier for the two-level system. First, we observe that the 

energy difference between |1> and |3> (Η̃11 − Η̃33) is ћδ𝑎, and the energy difference between 

|2> and |3> (Η̃22 − Η̃33) is ћδ𝑏. Next, we make a judicious but arbitrary choice that Η̃11 =

ћ

2
∆ . We then get that Η̃33 = −ћ𝛿, which in turn implies that Η̃22 = −

ћ

2
∆ . The off diagonal 

terms are, of course, obvious, with non-zero elements for transitions excited by fields. This 

approach is generic, and can be used to find the time independent Hamiltonian by inspection 

for an arbitrary number of levels. We should note that a complication exists when closed-loop 

excitations are present. In that case, it is wiser to work out the Hamiltonian explicitly using the 

transformation matrix approach outlined here.  

We now add the decay term to get the complex Hamiltonian 

a

b

a b

0

= 0 -
2

-i -2

  
    
    

H                      (3.26) 

We assume that the population of the excited state decays at the same rate (Γ/2) from 3 to 

1  and from 3  to 2 .  Now we construct the M matrix for the three-level system which 

satisfies the following equation under the steady-state condition: 
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   (3.27) 

The elements of the M matrix can be found explicitly by following the same steps as shown in 

Eqn.3.7 through 3.12 for the two-level system. Alternatively, these can be found by using a 

generalization of the rule shown in Eqn.3.13, and implemented by a computer code.  

Substituting  
11 22 33+ + =1    into Eqn.3.27, we get 
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                    (3.28.a) 
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(3.28.b) 

To simplify the above expression, we define the following objects as before 
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Substituting them into Eqn.3.28.b, we get WB S  , or 
1B W S  . 

The Matlab program shown in Appendix B implements our algorithm for the three level 

system. Note that this program is essentially the same as the program for the two-level case 

with the following modifications: we have (a) defined additional parameters relevant to this 

system, (b) entered proper elements in the Hamiltonian, and (c) added appropriate source terms 

for the populations. As an example, we have shown in Figure 3.4 a plot of the population of the 

excited state, produced using this code, displaying the well-known coherent population 

trapping dip. 

 

Figure 3.4 Population of the excited state for a three-level system calculated with this 

algorithm. 
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3.4 Applying the code to a system with an arbitrary number of energy 

levels 

There are many examples in atomic and molecular physics where it is necessary to include 

a large number of energy levels. One example is an atomic clock employing coherent 

population trapping [55]. The basic process employs only three Zeeman sublevels. However, 

the other Zeeman sublevels have to be taken into account in order to describe the behavior of 

the clock accurately. Using alkali atoms for other applications such as atomic interferometry, 

magnetometry and Zeno-effect based switching also requires taking into account a large 

number of Zeeman sublevels [56,57,58,59]. Another example is the cooling of molecules using 

lasers. In this case, many rotational and vibrational levels have to be considered [60]. The code 

presented here can be applied readily to these problems, with the following modifications: (a) 

define additional parameters to characterize the problem, (b) develop the time independent 

Hamiltonian (possibly by inspection using the technique described earlier, if no closed-loop 

excitation is present), (c) enter proper elements in the Hamiltonian, (d) add proper decay terms 

to the Hamiltonian, (e) add appropriate source terms for the populations, and (f) add plotting 

instructions for components of interest from the solution vector. Of course, if numerical 

techniques are to be employed for finding time-dependent solutions, the code can be truncated 

after the M matrix is determined, followed by application of Eqn.3.12 along with a proper 

choice of initial conditions.  

3.5 Consider Doppler Effect 

 Due to Doppler Effect, atoms moving at different velocity experience different detuning 
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(frequency shift) when interact with photons emitted from the same light source. A velocity 

averaging model is introduced here to take Doppler Effect into account.  

Assuming the atoms moves within a small distance range when interacting with photons 

and the beam size is large enough to cover this range, only the velocity components of the 

atoms that aligned with the direction of laser beam would contribute to the frequency shift. 

According to Maxwell-Boltzmann distribution[61], atoms are moving at the velocity which 

follows a Gaussian distribution ~𝑁(0, 𝜎2), where 𝜎 = √𝑘𝑏𝑇/𝑚, 𝑘𝑏 is Boltzmann constant, T 

is Temperature in Kelvins, m is the molar mass, and N is the normal distribution function. 

Suppose we have a laser beam with frequency 𝑓0 shining on an atom, which moving away 

from the laser source at velocity v, the laser frequency the atom experience is 𝑓 = 𝑓0 − 𝑘𝑣, 

where k is the wave number of the laser beam. One way to simulate the velocity averaging 

model is to use Monte Carlo simulation [62], which requires a large number of velocity 

samples and high computation complexity. Another way is to divide the atoms into finite 

number of different groups. In each group, the atoms are assumed to moving at a constant 

velocity. The probability of an atom to be found at velocity vi follows normal distribution, e.g.  

𝑃(𝑣𝑖) = 𝑁(𝑣𝑖 + ∆𝑣) − 𝑁(𝑣𝑖), where ∆𝑣 is the velocity difference between each contiguous 

group, and 𝑁(𝑣𝑖) is the cumulative distribution function of the normal distribution~𝑁(0, 𝜎2). 

Suppose there are 2m+1 groups of velocity, the susceptibility 𝜒 

follows  𝜒 = ∑ 𝜒(𝑣𝑖)𝑃(𝑣𝑖)
𝑚
𝑖=−𝑚  . The smaller the ∆𝑣  is, the more accurate the result is. 

Simulations use this model will be introduced in Chapter 5, 7, 8, and 9.  
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3.6 Parallel Computing 

 Our simulations usually require scanning of one or two parameters, for instance detuning 

or / and Rabi frequency, in order to understand the change of density matrix as a function of a 

certain set of parameters. One example is shown in Figure 3.4. Each time the parameters are 

changed, the N-level algorithm needs to be called. For a complicated atomic system, such as a 

Rb cascade system (Chapter 5), an optically controlled polarizer (Chapter 6), an optically 

controller waveplate (Chapter 7), and a double Raman gain system (Chapter 8), the calculation 

using N-level algorithm becomes complicated., since the size of W matrix in Eqn.3.17 can be 

as large as 125 by 125 elements. If Doppler Effect needs to be included, the calculate becomes 

more complicated and takes days to run. In order to reduce the calculation time, parallel 

computing using multiple CPU is introduced here.  

 The idea of parallel computing using multiply CPU is to divide a complex calculation, 

usually contains multiple iterations, into several tasks. Each task is ran by a CPU. During the 

parallel computing process, CPUs do their calculations simultaneously. When all tasks are 

finished, the results will be combined and passed to the shared memory. The speed up scale 

depends on the number of tasks the calculation can be divided into and the number of CPUs.  

Our calculation uses Matlab parallel computing toolbox. At the beginning of a parallel 

computation, number of workers has to be assigned. A worker is a combination of a CPU and a 

pre-allocated memory. Then a scheduler will be created to allocate CPU and memory for 

calculation. This scheduler will also monitor the progress of calculation, take charge of 

communication between tasks if needed, and combine results when all tasks are finished, as 
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shown in Figure 3.5. The calculation will then start to run as indicated by the code. There are 

several ways to divide a calculation into different tasks in Matlab. “Parfor” is used here. 

Calculation is wrapped by a function, and parameters are passed into this function as arguments. 

Within each parfor iteration, this function is called and ran by the scheduler. The tasks are 

guaranteed independent with each other. With a 8-core PC, a 5~6X speed up is observed.  

To further reduce the calculation time, more CPUs are needed. Northwestern Quest 

computing cluster is used [63]. There are 450 nodes with nearly ~5000 CPUs in Quest. Each 

time of using Quest, a request need to be submitted through Unix Shell. Quest system will then 

allocate resource (CPU, memory, disk) based on the request. The more resources needed, the 

longer the waiting time will be. 64 CPUs are found to be the optimal number for our calculation, 

which balances the Quest waiting time and Matlab computing time. A ~40X speed up is 

observed.  

 

Figure 3.5 Matlab Parallel Computing Toolbox. 
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CHAPTER 4 RUBIDIUM CASCADE SYSTEM  

4.7 Spectroscopy 

We chose to primarily use the 5S1/2 →5P1/2→6S1/2 ladder transition in Rb for our 

experiment, dictated in part by lasers readily available to us and also due to the interest in 

operating it in one of the telecommunication bands. In order to observe the spectrum, we 

locked the pump laser (795 nm) to one of the resonances of the 5S1/2 →5P1/2 manifold using the 

reference saturated absorption cell and the probe laser (at 1323nm) was then scanned across the 

6S1/2 manifold over a few 5-6 GHz. Our pump beam was obtained from a Ti-Sapphire laser 

while the probe beam was obtained from a tunable semiconductor laser. There was no clear 

spectral experimental data available in the literature for these transitions and the display for the 

semiconductor laser wavelength was not very accurate. Also, when its frequency was scanned 

using an external voltage source, the display did not change to reflect the change in wavelength. 

Thus, we had to first test whether the laser was scanning properly when an external voltage was 

applied. For this, we put the laser beam through a Fabry-Perot cavity to make sure that the laser 

was operating in single mode and scanning smoothly. Further, there was inherent slow 

variation of the probe signal as the laser was scanned, probably due to reflection from the 

windows of the cell. Hence, it was not easy to observe the spectrum directly. Instead, we used a 

chopper to modulate the intensity of the pump signal at a frequency of ~1 KHz. The same pulse 

sequence was sent it as the reference to a lock-in amplifier, which was then used to demodulate 

the probe. Thus, only the part of the probe which was modulated at the chopping frequency, or 

in other words, the part that was affected by the pump modulation (i.e. absorption signal of 
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interest) was detected, eliminating other sources of noise, which were unaffected by the pump 

modulation. Figure 4.1 (a) and Figure 4.1 (b) show the result of the Fabry-Perot scan and the 

absorption signal as seen using a lock-in amplifier, respectively. 

 

Figure 4.1 (a) Transmission through Fabry-Perot cavity as 1323nm laser is scanned 

externally. It shows smooth single mode operation. (b) 1323 nm absorption signal 

detected using chopper and lock-in amplifier 

 

Figure 4.2(a) shows the spectroscopic details of the ladder transition for 
85

Rb. The probe 

beam was scanned over the 6S1/2 manifold while the control beam was locked to the 

F=2→F’=2 transition on the lower leg. The separation between the hyperfine levels in the 5P1/2 

manifold (~360 MHz) is less than the Doppler linewidth (~600 MHz). Hence, atoms are 

excited to both hyperfine levels of the 5P1/2 manifold even if the 795nm laser is locked to only 

the F=2 →F’=2 transition. As a result, it is expected that 4 lines would be observed for the 

1323nm absorption (upper leg) as this laser is scanned over a few GHz (Figure 4.2(b)). 

However, it is to be noted that, due to Doppler shift, the atoms excited to the F’=3 state of the 

intermediate level correspond to negative velocity (with respect to the direction of propagation 

of the 795 nm laser beam) atoms, and not zero velocity atoms. Thus, the transitions from this 

state to the 6S1/2 manifold are shifted to lower frequencies by an amount equal to the separation 
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between the hyperfine states in the 5P1/2 manifold (~360 MHz). In the case of 
85

Rb, the 

frequency difference between the hyperfine states in the 6S1/2 manifold (~710 MHz) is such 

that this shift causes the F=2→F’=2 transition almost to overlap the F=3→F’=3 transition, for 

the 1323 nm beam. As a result, only 3 lines are expected to be observed distinctly (see Figure 

4.2(c)). It is to be noted that Figure 4.2 (b) and Figure 4.2 (c) only illustrate the expected 

relative positions of the 
85

Rb absorption lines (at 1323nm), and not the actual observed data, 

which are described next. 

 

Figure 4.2 Spectroscopic details of ladder transition in 
85

Rb (a) Schematic of various 

hyperfine levels used, along with the transition frequencies. (b) Expected spectrum if 

both hyperfine states of intermediate level are occupied by zero velocity atoms. (c) Shift 

of spectrum in (b) due to F=3 state at the intermediate level being occupied by negative 

velocity atoms.  

 

 Figure 4.3(a) and Figure 4.3(b) show a couple of typical absorption profiles that were 

observed for 
85

Rb. The data in Figure 4.3 (a) corresponds to a relatively low power (~2 mW) of 
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the control beam, and only three absorption lines are observed, in keeping with the explanation 

provided in Figure 4.2 above. The relative separation between the lines is in good agreement 

with the expected spectrum. This data has been taken in AC mode (on a standard digital 

oscilloscope) and hence shows negative values. The slow background modulation seen in the 

signal is most likely due to the etalon effect from the windows of the cell. The data in Figure 

4.3(b), taken in DC mode, corresponds to a much higher power (~200 mW) of the control beam, 

and we see almost complete absorption of the probe while the lines are strongly power 

broadened. Of course, the amount of 1323nm absorption increases with the number of atoms 

excited to the intermediate leg, which in turn is determined by the power of the control beam. 

Thus at sufficiently high power of the control beam, the upper transition is completely 

saturated. 

 

Figure 4.3 Typical absorption profiles for the ladder transitions (at 1323nm) that are 

observed in 
85

Rb. (a) Corresponds to 795 nm laser power ~ 2mW, data taken in AC mode. 

The hyperfine transitions corresponding to the absorption dips are α: 3→2, β: 3→3, γ: 

2→2, δ: 2→3. The repeat scan has been shown due to the asymmetry of the signal (b) 

Corresponds to 795 nm laser power ~ 200mW, we see near 100% absorption and the 

lines are highly power broadened. Note that the null value of the probe detuning is 
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defined arbitrarily to be at the turnaround point of the scan in each case. 

 

 Figure 4.4 shows the spectroscopic details for 
87

Rb and a few typical absorption profiles 

that were observed at 1323nm. The control laser was locked to the F=1→F’=1 transition on the 

lower leg as shown in Figure 4.4 (a). For moderately high powers (~50mW) of the control 

beam, atoms get excited to both hyperfine levels of the 5P1/2 manifold, due to power 

broadening of the 5S1/2 → 5P1/2 transition. At these powers, we can clearly resolve 4 absorption 

lines, as shown in Figure 4.4 (b). It is worth noting that each of the lines is 

control-power-broadened because of the fact that a significant number of velocity groups are 

excited to both hyperfine states of the intermediate level due to the relatively high power of the 

control beam. At sufficiently low powers of the control beam (~0.5mW), two of the four lines 

are almost completely suppressed, and each individual line can be seen as a narrow sharp line, 

as illustrated in Figure 4.4 (c). 

As before, these data have been captured in AC mode on a standard digital oscilloscope, 

and hence show negative values. The slow background modulation observed in both figures is 

again most likely due to the etalon effect of the Rb cell window, as mentioned previously. It 

should be noted that ladder transitions of this type have been studied previously, theoretically 

as well as experimentally [64,65,66] in different contexts. The hyperfine splitting frequencies 

we have observed for the 5P1/2 to 6S1/2 transition for both 
85

Rb and 
87

Rb are in agreement with 

those reported in Ref. 64. However, the experiment reported therein did not show any 

absorption lines for this transition; therefore, a quantitative comparison of the spectral response 

is not possible. Further, the accidental near-degeneracy we have observed between the 
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F=3→F’=2 and F=2→F’=2 transitions on the upper leg in the case of 
85

Rb due to contributions 

from different velocity groups has not been reported in any of these references. 

 

Figure 4.4 Spectroscopic details of ladder transition in 
87

Rb (a) Schematic of various 

hyperfine levels used along with the transition frequencies. (b) Absorption corresponding 

to 795 nm laser power ~ 50mW; all four transitions can be clearly seen. The hyperfine 

transitions corresponding to the absorption dips are A: 2→1, B: 1→1, C: 2→2, D: 1→2. 

(c) Corresponds to 795 nm laser power ~ 0.5mW; two of the four lines are suppressed 

and only transitions from F=1 are observed. 

 

 Figure 4.5 shows the spectral data for 
87

Rb with a pump power of ~400 mW. At this power 

level, some of the transitions begin to saturate. Of course, absorption spectrum observed 

depends critically on the temperature as the density of Rb atoms increases with increasing 

temperature. As a thumb rule, the density doubles for every 10℃ rise in temperature. Here, all 

the spectral data reported are at a temperature of ~120℃. 
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Figure 4.5 Absorption spectrum for 
87

Rb with ~400mW of pump power 

4.8 Co-propagation vs Counter-propagation 

It is useful to note a couple of differences in the observed signals between the 

co-propagating and the counter-propagating cases. Since we do not have experimental data 

under identical conditions (powers of the pump and the probe, temperature etc.) for the two 

geometries and our theoretical results are fairly consistent with our experimental data, we 

would present these differences using our simulation results. Figure 4.6 shows the simulation 

results for both geometries for a pump Rabi frequency of 5 (in units of the natural linewidth of 

the 5P manifold ~5.7 MHz) when both the control and the signal beams have the same 

polarization. As seen in the figure, the counter propagating geometry produces narrower (and 

deeper) absorption lines as compared to the co-propagating case. In addition, there is also an 

apparent splitting in the counter-propagating geometry which is absent in the co-propagating 

case. These differences based on geometry are due to what we refer to as pump power limited 

Doppler broadening (PPLDB). 
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Figure 4.6 Typical absorption profile for co- and counter-propagating geometries. Ωp = 

5. 

 

For the purpose of understanding, it suffices to consider a 3-level cascade system with 

similar energy difference between the levels as in our original system i.e. k2 ~ 0.6 k1. Figure 

4.7(a) shows such a system where the pump is on resonance with the intermediate level and the 

probe is scanned across the upper level. Figure 4.7(b) shows the (partial) dressed picture of the 

interactions for the zero velocity atoms. Here |1’> and |2’> are shown to be degenerate (with δp 

= 0), while we show |3> to be higher in energy by an amount equal to probe field energy (for δs 

= 0). This picture is valid for a weak probe and enables us to understand clearly the dynamics of 

the probe absorption. On the right-side of Figure 4.7(b), we show the two split states that result 

from diagonalization of the interaction between |1’> and |2’>. Similar diagrams are shown in 

Figure 4.7(c) and Figure 4.7(d) for a positive velocity (same direction of propagation as pump) 

for the co-propagating and counter-propagating configurations, respectively. 
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Figure 4.7 Dressed state picture of 3-level cascade system for different velocity groups. 

 

For an arbitrary velocity group v, the energies of the partially diagonalized states can be 

easily calculated to be 𝜆 = (−𝑘1𝜈 ± √(𝑘1𝑣)2 + Ω𝑝
2)/2, where 𝑘1 is the wavenumber of the 

pump optical field and Ω𝑝 is the pump Rabi frequency. Thus, for the zero-velocity group of 

atoms, these atomic states would have energies ±Ω𝑝/2 and hence would produce absorption 

at probe detunings of ∓Ω𝑝/2  , as shown in Figure 4.7(b). This is a manifestation of the 

well-known Autler Townes splitting (ATS). For any non-zero velocity group, the probe would 

be further Doppler shifted by 𝑘2𝑣, with the direction of shift depending on whether the probe 

is co-propagating or counter-propagating, as shown in Figure 4.7(c) and Figure 4.7(d) 

respectively. Thus, the resonances would occur at (𝑘2 + 𝑘1/2 )𝑣 ∓ (√(𝑘1𝑣)2 + Ω𝑝
2)/2 for a 

co-propagating probe and at (𝑘2 − 𝑘1/2 )𝑣 ∓ (√(𝑘1𝑣)2 + Ω𝑝
2)/2  a counter-propagating 

probe. We also note that the velocity spread of atoms that contribute significantly to the 
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absorption can be estimated to be of the order of 𝑘𝑣𝐹𝑊𝐻𝑀~√Γ2
2 + 2Ω2

2, whereΓ2 is the decay 

rate of the intermediate level. From these expressions, we can make the following 

observations: 

For a vanishingly weak pump, the spread of the velocity groups that contribute 

significantly to the absorption of the probe is very small (𝑘𝑣𝐹𝑊𝐻𝑀~Γ2). Thus, both geometries 

would produce narrow lines (although co-propagating is still slightly broader) with linewidths 

that are essentially Doppler free and primarily determined by the decay rates of the 

intermediate and upper level. We can roughly estimate the minimum observable linewidth to 

be √Γ2
2 + Γ3

2, where Γ3 is the decay rate of the upper level. 

There are some differences that arise for a pump Rabi frequency that is much larger than 

the minimum observable linewidth. We first note that in the co-propagating case, for any given 

pump Rabi frequency Ω𝑝 we can always find a velocity group, 𝑣𝑧𝑒𝑟𝑜 = Ω𝑝/2√𝑘2
2 + 𝑘1𝑘2 

that produces resonance at zero probe detuning. If we carry out a similar exercise for the 

counter-propagating case, we find that the velocity group that produces resonance at zero probe 

detuning would have 𝑣𝑧𝑒𝑟𝑜 = Ω𝑝/2√𝑘2
2 − 𝑘1𝑘2 and this has no valid solution if k2 < k1, as is 

the case for our system. As a consequence, in a co-propagating geometry, ATS is generally 

washed out while it is preserved to some extent in the counter-propagating geometry, the 

specific details of which depend on the exact value of Ω𝑝. 

Finally, we also note that(𝑘2 + 𝑘1/2)𝑣 is much larger than (𝑘2 + 𝑘1/2)𝑣. Thus, the 

resonances for the co-propagating geometry occur at much larger detunings, resulting in 

broader (and consequently shallower) lines as compared to the counter-propagating geometry. 

Similar conclusions can be reached for the negative velocity group of atoms. We refer to 
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this phenomenon of line broadening in a cascade system for a strong pump as Pump power 

limited Doppler broadening (PPLDB) since the number of velocity groups that contribute 

significantly to the absorption signal is proportional to the pump power. In Figure 4.8, the 

contribution to the absorption (not normalized over the Doppler profile) from three velocity 

groups (-Vzero, 0, +Vzero) are presented for both co-propagating and counter-propagating 

geometries for our simplified system. As seen in Figure 4.8, in the co-propagating case, the 

nonzero velocity groups contribute significantly to the absorption at zero detuning, while in the 

counter-propagating case, the contributions from non-zero velocity groups tend to align with 

the zero-velocity group contribution. 

 

Figure 4.8 Contribution to absorption from 3 sample velocity groups (-vzero, 0, + vzero) 

for a 3-level cascade system when the control beam and signal beam are a) 

Co-propagating b) Counter-propagating.  

 

 We primarily used 
87

Rb for most of our experiments due to the relatively simpler hyperfine 

structure. The modulator experiment should work just as well if the ladder transition is of the 

type 5S1/2 →X→Y, where X is 5P1/2 or 5P3/2, and Y can be one of many states that are coupled 

to the X states via optical dipole transitions and has a higher energy than that of X. For example 
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Y can be 7S1/2, 4D3/2, 4D5/2, 5D3/2, 5D5/2, and so on. 

4.9 Optical modulation 

 As shown in Figure 4.9 the basic modulator system consists of three states: a ground state 

(|1>), a strongly-damped intermediate state (|2>), and a third state (|3>) which may or may not 

be strongly damped. The control beam couples |1> to |2>, and the probe beam couples |2> to 

|3>. For resonant excitation, the corresponding dressed states (defined as products of photon 

number states and atomic states) are degenerate, as shown in Figure 4.9(b). When the coupling 

between |1> and |2> is strong, the resulting states, upon diagonalization (|+> and |->) are split 

by an amount equaling the Rabi frequency of the |1> to |2> transition, which is much larger 

than the natural linewidth of |3>, as illustrated in Figure 4.9(c). 

 

Figure 4.9 AC-Stark effect in a Ladder Transition: (a) The control beam couples |1> to 

|2>, and the probe beam couples |2> to |3>; (b) For resonant excitation, the 

corresponding dressed states are degenerate; (c) When the strong control beam coupling 

is diagonalized, the resulting states are split by an amount much larger than the natural 

linewidth of |2>. 

 

There are several combinations of parameters that can be considered for controlling the 



80 

 

probe absorption. Consider first Case I, where the probe is resonant for the |2> to |3> transition, 

but the pump is relatively weak, so that the two diagonalized states (|+> and |->) are not 

resolved. In this case, the probe is transparent when the pump is not present (since the atoms 

remain in state |1>), and is absorbed when the pump is turned on. Consider next Case II where 

the pump is strong so that the two diagonalized states are clearly resolved, but the probe is 

detuned from the |2> to |3> transition (positively or negatively) by half the separation between 

the two diagonalized states. In this case, the probe is absorbed in the presence of the pump, but 

is transparent when the pump is not present. This is the same as what happens for Case I, but for 

different reasons. Finally, consider Case III, where again the pump is strong so that the two 

diagonalized states are clearly resolved, but the probe is resonant for the |2> to |3> transition (as 

shown in Figure 4.9). In this case, the probe is transparent both in the presence and in the 

absence of the pump. We describe experimental results based on Case I, while the scheme we 

describe for high speed modulation in the next chapter in the presence of buffer gas is based on 

Case II. The experimental configuration is illustrated schematically in Figure 4.10. Briefly, 

beams from two tunable lasers (Ti-Sapphire laser at 795 nm, and a fiber laser at 1323 nm) are 

combined with a dichroic mirror (DCM). Both the control and the signal beams are 

co-propagating, and linearly polarized in the same direction. A part of the 795 light is sent to a 

reference vapor cell for saturated absorption spectroscopy and locking. The combined beams 

are sent through a vapor cell, shielded from magnetic fields with μ-metal. The cell is heated to 

temperatures of about 150℃ using bifilarly wounded wires that do not add any magnetic fields. 

After passing through the cell, another DCM is used to split the light into two parts, and the 

signal at each frequency is monitored with a separate detector. An Acousto-Optic modulator 
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(AOM) or an Electro-Optic modulator (EOM) were used as intensity modulators for turning 

the pump on and off. 

 

Figure 4.10 Schematic illustration of the experimental setup for observing the 

ladder-transition based modulator. DCM: Dichroic mirror, AOM: Acousto-Optic 

modulator, EOM: Electro-Optic modulator, BS: Beam Splitter.  

 

The acousto-optic modulator (AOM) and the electro-optic modulator (EOM) shown in 

Figure 4.10 are used only while performing the actual modulation, and are removed while 

characterizing the absorption profile at 1323nm. While performing spectroscopic 

measurements and switching at low frequencies (up to ~5MHz), we used Thorlabs PDA55 and 

Thorlabs PDA400 for detecting light at 795nm and 1323nm respectively. For high frequency 

switching, (where the use of EOM necessitated low control beam power), an APD was used for 

detection of 1323nm light while the 795nm light was not monitored on a detector-the switching 

input applied to the EOM was used as reference.  

In order to demonstrate modulation, we chose to use the strongest absorption line at the 

upper leg of transitions, which in our case was the F=3 →F’=2 resonance for 
85

Rb (due in part 

to the fact that in a natural mixture of Rb, 72.15 % is 
85

Rb, and 27.85% is 
87

Rb). Keeping the 

probe laser (1323 nm) parked on this resonance, we then modulated the amplitude of the pump 
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beam (795 nm). At low frequencies, switching of the control beam was accomplished using an 

AOM while for higher frequencies, an EOM configured for intensity modulation was used. 

A typical modulation signal is shown in Figure 4.11. For low frequencies, we used a pump 

power of ~200mW and we see a strong modulation, in phase with the pump modulation, with a 

modulation depth of essentially 100% up to a speed of 1MHz. The modulation depths obtained 

while using the EOM were smaller because of the low control beam power (~2mW) used. This 

was necessitated by the damage threshold (~20mW) of the EOM used to switch the pump beam 

and the relatively low efficiency of the EOM (~20%). We have tested the modulation up to a 

speed of 75 MHz, and determined a 3dB bandwidth of approximately 3 MHz, as shown in 

Figure 4.12. We have plotted the modulation amplitude at various frequencies (obtained using 

the EOM), normalized to the amplitude at 1MHz, where the modulation depth was essentially 

100%, when obtained with the AOM. 

 

Figure 4.11 Probe and pump signals (top and bottom respectively) up to a frequency of 1 

MHz. 

 

A consideration of the physical mechanism behind this modulation reveals that the 

modulation speed is fundamentally limited by the time needed for the atoms to leave the 
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intermediate state for the probe to be transparent again. This happens at a time scale which is 

inversely proportional to the decay rate of the atoms or the homogeneous linewidth (HL~ 6 

MHz). Hence, the speed of operation is more or less constrained to a few MHz. In the next 

chapter, I will discuss a technique adopted by us to develop a high speed modulator. 

 

Figure 4.12 Modulation amplitude (normalized to the amplitude at 1 MHz) vs. frequency. 

  



84 

 

CHAPTER 5 HIGH SPEED MODULATION 

5.1 Introduction 

All-optical modulation and switching are important for optical communication and quantum 

information processing [1,2,3,5,6]. We have already demonstrated a cascade system all-optical 

modulator, polarizer and waveplate at a telecommunication wavelength using the 

5S1/2-5P1/2-6S1/2 system, where the lower leg, at 795 nm, controls the transmission and 

absorption of the upper leg at 1323 nm [86,17,18]. We verified experimentally that the 

bandwidth for the modulator is limited by the decay rate (~6 MHz) of the intermediate level. 

We also proposed a novel scheme for increasing the modulation bandwidth using buffer gas 

induced rapid fine structure mixing. In this paper, we present experimental results for such a 

modulator using the 5S1/2-5P3/2-5D3/2 system, where the lower leg is at 780 nm and the upper 

leg is at ~776 nm. The process is aided by the presence of the 5P1/2 level. The choice of these 

particular transitions is primarily determined by the operational wavelength of the devices at 

our disposal. The principle of operation is the same for any cascade system with two 

intermediate fine structure levels, and thus can be used at a wavelength corresponding to the 

telecommunication band, for example. In combination with a tapered nano fiber (TNF) system 

[7,8,9,10], the system has the potential to be used for low-power high-speed all-optical 

switching. 

The rest of the session is organized as follows. In section 5.2, we briefly review the effects 

of buffer gas on alkali atoms. In section 5.3, we present a detailed model for our system and 

show simulation results. The details of the experimental set-up and the spectral information 
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corresponding to the 5S-5P-5D system are presented in section 5.4. In section 5.5, we present 

the experimental results, including spectral data and modulation data with and without buffer 

gas. We discuss means to improve the system performance in section 5.6. 

5.2 Effect of high-pressure buffer gas on alkali metals 

It is well known that in the presence of high pressure buffer gas, there is rapid inter-mixing 

and dephasing of atoms in the 5P3/2 and the 5P1/2 states of alkali metals [67,68,69,70,71]. For 

concreteness, we restrict our discussion to the case where the buffer gas used is Ethane, and the 

alkali atom of interest is 
85

Rb. The behavior of 
87

Rb as well as other alkali atoms, and under the 

presence of different buffer gases, is qualitatively similar, while differing in details. Relevant 

parameters for 
87

Rb as well as other alkali atoms can be found in [68,98,88]. 

Consider a vapor cell loaded with 
85

Rb and Ethane buffer gas at 300 Torr, and a 

temperature of about 150° C. These parameters are close to those used in the experiment. We 

consider first the three lowest energy manifolds: 5S1/2, 5P1/2 and 5P3/2, indicated as states |A>, 

|B> and |C>, respectively, as shown in Figure 5.1. Since the buffer gas induced width of the 

absorption spectrum under such conditions will be much broader than the hyperfine splitting 

within each of these three manifolds, we can treat each of them as a single energy level. When 

excited by a pump at the D2 line (i.e., the A-C transition), the presence of the buffer gas causes 

the following two effects. 

First, the coherence generated between states |A> and |C> dephases rapidly, without 

affecting the rate at which atoms in state |A> decay radiatively to level |C> via spontaneous 

emission. The radiative decay rate, denoted by ΓR, is the inverse of the radiative lifetime of 
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~27 nsec, so that ΓR ≈ 37 ∗ 106 sec1  [75, 72 ]. The dephasing rate, denoted by ΓD , is 

determined by the pressure of the buffer gas. For Ethane, this dephasing rate is about 

2π × 2 × 107 sec−1  /Torr (20 MHz/Torr) [85,97], so that the rate at 300 Torr is ΓD ≈ 2π ×

6 × 109 sec−1  (6 GHz). Taking into account the fact that the Doppler width is about 0.6 GHz, 

and that the 5S1/2 manifold has a hyperfine splitting of about 3 GHz, this dephasing would 

produce an absorption profile on the A-C leg with a width of at least 9.6 GHz, in the limit of a 

weak pump. Of course, essentially the same effect is present on the A-B leg. The state |B> 

decays radiatively at almost the same rate (~37 × 106 sec−1  ) as that of state |C>, while the 

A-B coherence decays at the same dephasing rate (ΓD) as that of the A-C coherence. As such, 

the absorption profile on the A-B leg also has a width of about 9.6 GHz at this pressure of 

Ethane. It should be noted that the absorption profile on each of these legs would be widened 

further due to additional dephasing attributed to the radiative and collisional relaxation of 

populations in states |B> and |C>, as discussed later.  

Second, states |B> and |C> decay into each other at a rate determined by the pressure of the 

buffer gas. The rate of decay from |C> to |B>, denoted as ΓCB, is about 1.07 × 107 sec−1  /

𝑇𝑜𝑟𝑟 [14]. Thus, for a pressure of 300 Torr, we have 𝛤𝐶𝐵 ≈ 3.21 × 109 sec−1   (~0.51 GHz). 

This is nearly a factor of 87 times faster than the rate of radiative decay from |C> to |A>. The 

rate of decay from |B> to |C> is determined by assuming that, in the limit of vanishingly small 

optical excitation applied on the A-C leg, the populations of all the energy levels will 

correspond to a thermal equilibrium, obeying Boltzmann statistics. Given that the number of 

Zeeman sublevels in the 5P3/2 manifold is twice as large as the number of Zeeman sublevels in 

the 5P1/2 manifold, we thus get Γ𝐵𝐶/Γ𝐶𝐵 = 2 𝑒𝑥𝑝(−Δ𝐸 / 𝑘𝑇) , where ΔE is the energy 
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difference between states |C> and |B>, kB is the Boltzmann constant, and T is the temperature in 

Kelvin [68]. For 
85

Rb, we have 𝛥𝐸/𝑘𝐵 ≈ 341.1 𝐾𝑒𝑙𝑣𝑖𝑛. Thus, at 150℃, we get that 𝛤𝐵𝐶/

𝛤𝐶𝐵 ≈ 0.89, so that 𝛤𝐵𝐶 ≈ 2.86 × 109 sec−1   (~0.46 GHz). Of course, the actual ratio of 

populations between state |C> and state |B> will differ from the thermal equilibrium value of 

𝛤𝐵𝐶/𝛤𝐶𝐵 due to the presence of the (typically strong) pump along the A-C transition (as well as 

possibly other optical fields that may be present or generated). 

 

Figure 5.1 Schematic illustration of the population and coherence dynamics in an alkali 

atom in the presence of a high-pressure buffer gas. 

 

It should be noted that the exchange of populations between states |B> and |C> 

automatically implies that any coherence that could possibly be generated between states |B> 

and |C> (e.g., in the presence of another pump acting along the A-B leg which is phase 

coherent with the pump along the A-C leg) would decay as well. We denote this decay rate as 

𝛤𝐷,𝐵𝐶. The minimum value of the decay rate is 𝛤𝐷,𝐵𝐶,𝑀𝐼𝑁 = (𝛤𝐵𝐶  +  𝛤𝐶𝐵)/2, which in this 
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case corresponds to a rate of ~3.04 × 109 sec−1  [73]. In principle, the actual dephasing rate 

of the BC coherence could be much larger, given the fact that the collision-induced dephasing 

rate 𝛤𝐷 of the A-B (as well as the A-C) coherence is nearly a factor of 12.4 larger. Thus, we 

can write 𝛤𝐷,𝐵𝐶  =  𝛤𝐷,𝐵𝐶,𝑀𝐼𝑁  +  𝛼𝛤𝐷, where 𝛼 is a parameter the value of which depends on 

the details of the collision process that generates the dephasing of the A-B and A-C transition. 

Theoretical studies carried out so far [68,70,96] do not provide any clear indication regarding 

the value of 𝛼 . Furthermore, to the best of our knowledge, no experimental study to 

determine the value of 𝛼 has been carried out yet. Fortunately, for the experiment described 

in this paper, no coherence is generated between states |B> and |C>. As such, the value 

of 𝛼 as well as the value of 𝛤𝐷,𝐵𝐶 does not affect the experimental results, nor the outcome of 

the simulations thereof. 

Along the same line, we denote by 𝛤𝐷,𝐴𝐶 (𝛤𝐷,𝐴𝐵) the net rate at which the A-C (A-B) 

coherence would dephase. Accounting for the additional dephasing caused by the decay of 

populations from state |C>, we thus get that 𝛤𝐷,𝐴𝐶  =  𝛤𝐷  +  (𝛤𝑅  +  𝛤𝐶𝐵)/2. Similarly, we get 

that 𝛤𝐷,𝐴𝐵  =  𝛤𝐷  +  (𝛤𝑅  +  𝛤𝐵𝐶)/2. Since the value of 𝛤𝑅 is much smaller than the other 

rates, we see that 𝛤𝐷,𝐴𝐶 ≈ 𝛤𝐷  +  𝛤𝐶𝐵/2 and 𝛤𝐷,𝐴𝐵 ≈ 𝛤𝐷  +  𝛤𝐵𝐶/2. Thus, the spectrum profile 

on the A-C (A-B) leg will be broadened further by 𝛤𝐶𝐵/2 (𝛤𝐵𝐶/2), in addition to the 9.6 GHz 

estimated above. 

Finally, we note that all the decay and dephasing timescales for 
87

Rb are very similar to 

those described above for 
85

Rb. Thus, even though the experiment described here makes use 

of a natural mixture of both of these isotopes (72.16% of 
85

Rb and 27.84% of 
87

Rb), we treat 

our system, in simulations, as if it is made entirely of 
85

Rb. 



89 

 

 

5.3 Modeling and simulation results 

For realizing a high-speed optical modulator, we make use of the system described above, 

augmented by another transition coupling the 5P3/2 state to the 5D3/2 state. The control beam 

is applied on the 5S1/2-5P3/2 leg, and the signal beam is applied on the 5P3/2-5D3/2 leg. This 

system is illustrated schematically in Figure 5.2. On the left, we show only the population 

decay rates. On the right, we show additional dephasing of the coherences among the various 

states, without corresponding decays of the populations of these states. The exact meaning of 

these various dephasing rates can be deciphered from the density matrix equations for these 

states and is described later. 

As shown in Figure 5.2(a), the population of state |2> decays to level |1> radiatively at 

the rate of 𝛾𝑎, which is the same as 𝛤𝑅 shown in Figure 5.1. In addition, it decays to state |4>, 

via collision with Ethane atoms, at the rate of 𝛾𝑑𝑜𝑤𝑛, which is the same as 𝛤𝐶𝐵 shown in 

Figure 5.1. Similarly, population of state |4> decays radiatively to state |1> at the rate of 𝛾𝑎 

( = 𝛤𝑅), and to state |2> collisionally at the rate of 𝛾𝑢𝑝 ( = 𝛤𝐵𝐶). Finally, state |3> decays 

radiatively to each of states |2> and |4>. For simplicity, we have ignored the small difference 

in the branching ratios of these, and assumed that these two decay rates are the same, 

indicated as 𝛾𝑏/2, where 𝛾𝑏 ≈ 2𝜋 × 106 sec−1  (1 MHz). The decay of these populations 

also causes corresponding decays of the coherences among these states. Specifically, if the 

population of state |i> has a net decay rate of 𝛾𝐼, then the decay rate of the coherence 

between states |i> and |j> is given by (𝛾𝑖 + 𝛾𝑗)/2 [18]. 
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Figure 5.2(b) shows the rates of additional decays for the coherences among these states, 

caused by collisions with Ethane atoms. For the 1-2 coherence, this rate, indicated as 𝛾𝑑, is 

the same as 𝛤𝐷 shown in Figure 5.1. Similarly, for the 1-4 coherence, this rate is also 𝛾𝑑 

( =  𝛤𝐷). For the 2-4 coherence, the rate is 𝛼𝛾𝑑 ( =  𝛼𝛤𝐷), where the precise value of the 

parameter 𝛼 is not known, as discussed earlier while describing the model presented in 

Figure 5.1. Consider next the coherences involving state |3>, the uppermost state. We denote 

by 𝛽𝛾𝑑 ( =  𝛽𝛤𝐷) the dephasing rate for the 2-3 as well as the 4-3 coherence, and by 

𝜉𝛾𝑑 ( =  𝜉𝛤𝐷) the dephasing rate of the 1-3 coherence, since these dephasing rates are 

expected to be closely related to that of the 1-2 coherence. This is because these dephasing 

rates are not due to population excitation or relaxation, but rather due to phase changing 

collisions, which should affect all coherences in a similar fashion. To the best of our 

knowledge, no experimental study has been carried out, nor any explicit theoretical model 

developed, to establish the values of the parameters 𝛽 and 𝜉. In principle, the value of 𝛽 

can be established by determining the absorption profile of the 2-3 transition, as described in 

more detail later. However, since the 2-3 absorption can only be seen when a pump is also 

present on the 1-2 transition, any inference regarding the 2-3 dephasing rate would depend on 

the parameters of the 1-2 pump, including its power, spectrum, temporal profile, as well as 

correlation between its frequency and the frequency of the 2-3 probe. Thus, a systematic and 

extensive experimental study, aided by a theoretical model, has to be carried out to determine 

accurately the values of 𝛼, 𝛽 𝑎𝑛𝑑 𝜉. We will carry out, and report the findings of such a study 

in the near future. 

For the purpose of the experiment and the simulation thereof reported here, we instead 
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rely on a physical argument to estimate the values of these parameters. The dephasing of the 

1-2 and 1-4 coherences are caused by collisions (between a 
85

Rb atom and an Ethane 

molecule) that changes the optical transition frequencies in a random fashion. Since this can 

happen when the 
85

Rb atom is any of the states, a plausible value of each of these parameters 

(𝛼, 𝛽 𝑎𝑛𝑑 𝜉) is unity. We have used these values in the simulations, which show that the 

behavior of the optical modulation is completely insensitive to the value of 𝛼 (since the 2-4 

coherence is always zero, as explained earlier), and relatively robust against variations in 

𝛽 𝑎𝑛𝑑 𝜉 away from the unity values. 

 

Figure 5.2 Model used for numerical simulation (a) Optical fields and decay 

rates-radiative and collisional. (b) Transverse decay (dephasing) terms. 

 

For our numerical simulations, we used the Liouville equation, which describes the 

evolution of the density matrix, given the Hamiltonian. We follow the prescription described 

in [73] and accordingly, the density matrix evolution is represented by 
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          (5.1) 

where 

            (5.2) 

and H’ is the Hamiltonian under the Rotating Wave Approximation and in a basis which 

is rotating at the optical frequency. In our case, it is given by 

          (5.3) 

Here, 𝛾2 is the sum of the radiative decay and buffer gas induced collisional decay i.e. 

𝛾2  =  𝛾𝑎  +  𝛾𝑑𝑜𝑤𝑛 . Similarly, 𝛾4  =  𝛾𝑎  +  𝛾𝑢𝑝 . The addition of the decay terms to the 

diagonal elements of the Hamiltonian is a convenient way of taking into account the decay of 

atomic populations, and the corresponding decay of the relevant coherences [73]. Finally, 

following the convention in [73], the source terms and transverse decay terms in Eqn.5.1 can 

be represented in matrix forms by Eqn.5.4 and 5.5 respectively: 

    (5.4) 

      (5.5) 

A typical result of the simulation using this model is presented in Figure 5.3, for a square 
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modulation at 1 GHz. The red trace represents the pump while the blue trace is the probe. 

Here, we have used the values of the relevant parameters for temperature of 150℃, and an 

Ethane pressure of 300 Torr, and have used 𝛼 = 𝛽 = 𝜉 = 1. The pump Rabi frequency was 

chosen to be 𝛺𝑝  =  8000𝛾𝑎. The probe Rabi frequency was chosen to be 0.1𝛾𝑎. While we 

have indicated the vertical axis as having arbitrary units, it should be noted that the Rabi 

frequencies, which correspond to the square root of the intensities, are specified above. Since 

this is an absorptive modulation, the degree of absorption can be increased by increasing the 

optical density, via using either a longer cell length or a larger density. The modulation depth, 

which is about 90% as shown, can easily be made to be essentially 100%, as is the case for 

virtually any absorptive modulator.  

Such a modulator can exhibit a wide range of behavior, depending on the choice of 

parameters. In [89], where we first proposed the concept of realizing a high-speed modulator 

using a ladder transition and a buffer gas, we discussed in great detail, in section 5.6, the 

range of behavior that can be expected, and the physical explanations thereof. We also 

considered, in [89], the case where a re-shelving pump is employed to depopulate level |4> 

rapidly, following the turning off of the pump, and showed that the modulation works with or 

without the re-shelving pulses, albeit with differing modulation depths for a given optical 

density (in this context, it should again be noted that for an absorptive modulator, any desired 

modulation depth can be achieved by increasing the optical density). It should also be noted 

that in [89], we considered a model system, while, in this paper, we are considering a specific 

system. In what follows, we summarize the most salient features of the behavior of this 

modulator. 
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First, the modulation bandwidth is determined primarily by the decay rate of |2> to state 

|4>, which is indicated as 𝛾down in Figure 5.2. In the case considered here, this rate is 0.51 

GHz. Second, the collisional dephasing rate of the 1-2 coherence (which, in this case, is 

𝛾𝑑  =  9.6 𝐺𝐻𝑧 ), does not determine, nor affect significantly, the bandwidth of the 

modulation. However, a large value of this rate allows more efficient absorption of a high 

bandwidth pump pulse. Third, for most efficient modulation for a given optical density, the 

pump Rabi frequency should be close to 𝛾𝑑. However, this is not a fundamental constraint. 

Since this is an absorptive modulator, any degree of modulation amplitude at a given optical 

density can be increased to a modulation depth of near 100% by increasing the optical density. 

This can be achieved by increasing the temperature of the cell, or by increasing the 

interaction length. Fourth, the transient response (i.e., the ringing) of the probe is affected by 

two parameters. As explained in detail in [89], the ringing that occurs after the pump is turned 

on, happens at the rate of the pump Rabi frequency. For the pump Rabi frequency used here 

(𝛺𝑝 =  8000𝛾𝑎), this corresponds to a time scale of about 0.02 nanoseconds, which is 

roughly the time scale of these oscillation seen in Figure 5.3. On the other hand, the ringing 

that is seen to occur after the pump is turned off is due to the fact that we have used 

rectangular profiles for the pump pulses, which has spectral components that exceed the 

bandwidth of the homogeneous absorption (~9.6 GHz) along the 1-2 transition. In a real 

experiment, the applied pulses would be smooth, and these ringing would be suppressed 

strongly if the rise and fall times of the applied pulses are slower than the inverse of this 

bandwidth. 
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Figure 5.3 Simulation results for high speed modulator at 1 GHz. Red trace: pump; Blue 

trace: Probe. While we have indicate the vertical axis as having arbitrary units, it should 

be noted that the Rabi frequencies, which correspond to the square root of the intensities, 

are specified (pump Rabi frequency is 800𝛾𝑎, and probe Rabi frequency is 0.1𝛾𝑎). Since 

this is an absorptive modulation, the degree of absorption can be increased by raising 

the optical density. The modulation depth, which is about 90% as shown, can be made to 

be essentially 100% with higher optical density. 

5.4 Experimental set-up 

Figure 5.4 Experimental set-up for high speed modulator. shows the set-up for the 

experiment. The 780 nm and the 776 nm beams were obtained from two different 

continuous-wave tunable Ti-Sapphire lasers. They were cross polarized, and combined and 

separated using polarizing beam splitters. Both beams were focused to a spot size of about 

50μm  in diameter. We used an acousto-optic modulator (AOM) or an electro-optic 

modulator (EOM) for modulating the pump beams. In either case, the power at the output of 

these modulators is very small and is not sufficient to saturate the buffer gas broadened 
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absorption profile. This necessitated the use of an optical amplifier. However, since our 

particular amplifier (a tapered amplifier) works only for a certain input polarization, a half 

wave plate was added before it. Furthermore, an optical isolator was added after the output of 

the modulator to prevent feedback from the amplifier. The cell was constructed using conflat 

flanges with a 4-way cross at the center, providing for two windows for the beam paths, and 

one each for connecting the Rb reservoir and the Ethane gas tank. A valve, placed between 

the chamber and the Ethane tank, was closed during the use of the cell as a modulator. 

Connections were also provided for a mechanical pump, which achieved a pressure of 10−3 

Torr in the absence of any buffer gas. The Rb cell was heated to approximately 150°C. A 

buffer gas pressure of typically ~300 Torr (~6 psi) was used during the experiment. A 

separate, sealed Rb vapor cell was used to lock the frequency of the pump laser to the D2 

transition. 

 

Figure 5.4 Experimental set-up for high speed modulator. 
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5.5 Results 

The spectroscopic details and the absorption line shapes for the 5S-5P-5D transitions can be 

found in several publications [10,74,75,76,77]. In the absence of the Ethane buffer gas, and 

for a counter-propagating geometry (as employed in our experiment), the linewidth of the 2-3 

transition is expected to be essentially Doppler-free [66]. Of course, the actual spectrum 

observed depends on the exact frequency of the pump applied on the 1-2 transition, as well as 

the power of this pump [89,17]. In the presence of the high-pressure Ethane buffer gas, 

however, all the individual hyperfine transitions are washed out, resulting in a single, broad 

absorption peak. For example, for an Ethane gas pressure of ~250 Torr (~5 psi), and pump 

and probe powers of ~760 mW and ~0.5 mW respectively, the observed linewidth of the 776 

nm probe absorption was found to be ~2 GHz, as shown in Fig. 5. The value of 𝛤𝐷 ( = 𝛾𝑑) 

for this pressure is ~5 GHz. If the width of this spectrum were to be attributed solely to the 

collisional dephasing rate (𝛽𝛾𝑑), it would imply that the value of 𝛽 is ~0.4. However, as we 

discussed earlier, the width of the absorption profile of the 2-3 transition under this condition 

cannot be ascribed necessarily to this dephasing rate (𝛽𝛾𝑑); rather, it is expected to depend on 

the degree and nature of excitation produced in state 2, which in turn depends on the 

spectrum, frequency and power of the pump applied on the 1-2 transition. As mentioned 

earlier, a detailed and systematic experimental study of the absorption processes in this 

system in the presence of high-pressure buffer gas, augmented by a theoretical model, is 

necessary to determine the precise value of 𝛽 (as well as 𝛼 and 𝜉). Such as study is 

underway, and will be reported on in the future. Nonetheless, the significant broadening 
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observed is consistent with our assumption, in the theoretical simulation, that the values of 

these parameters (𝛼, 𝛽, and 𝜉) are of the order of unity. 

 

Figure 5.5 Probe (776 nm) absorption lineshape in the presence of buffer Ethane. Here, 

Ethane pressure is ~6 psi and the pump and probe powers are ~800 mW and ~0.5 mW. 
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Figure 5.6 5S-5P-5D modulation data without buffer gas. (a) 2 KHz (b) 10 KHz (c) 

Modulation amplitude vs modulation speed. We have indicated the vertical axes in (a) 

and (b) as having arbitrary units, since the relevant parameter is the modulation depth, 

which is about 95% in both cases. In (a), the peak pump signal corresponds to an 

un-attenuated pump power of ~760 mW, and the peak probe transmission corresponds to 

an un-attenuated probe power of 0.5 mW. Similarly, in (b), the peak probe transmission 
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corresponds to an un-attenuated probe power of 0.5 mW. Since this is an absorptive 

modulation, the degree of absorption can in principle be increased by increasing the 

optical density. 

 

Figure 5.6 shows the results of modulation without buffer gas. The system shows almost 

perfect square modulation at 2 KHz, as shown in Figure 5.6 (a). Here, the red trace represents 

a scaled version of the pump signal. It is not shown in other figures. As is evident from Figure 

5.6 (b), the signal starts to roll off at a frequency of 10 KHz. Indeed, as can be from Figure 

5.6 (c), where we have plotted the modulation amplitude vs. the speed, the bandwidth is 

about 200 KHz. However, it should be noted that the data shown here is for square 

modulation. Since a square pulse consists of many harmonics, it is conceivable that the actual 

bandwidth (for sinusoidal modulation) is 8-10 times larger, i.e. about 2MHz, consistent with 

the earlier observation for the 5S-5P-6S system [89]. The power output from the EOMs was 

too small to produce the desired modulation even with the optical amplifier. Hence, we had to 

use exclusively the AOMs for our experiments which in turn restricted us to square 

modulation. 

Figure 5.7 shows the result of the modulation in the presence of buffer gas. With the rest 

of the conditions remaining identical, we obtained a 100- fold increase in the bandwidth. The 

rapid decay from state |2> to state |4> caused by the buffer gas results in the probe becoming 

transparent on a very short time scale, as is evident from Figure 5.7. Once again, the data 

shown is for square modulation and the actual bandwidth is about 200 MHz. 
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Figure 5.7 Modulation data in the presence of buffer gas (Ethane) at pressure of ~6 psi. 

(a) 1 MHz (b) 5 MHz (c) Modulation amplitude vs modulation speed. We have indicated 

the vertical axes in (a) and (b) as having arbitrary units, since the relevant parameter is 

the modulation depth, which is about 90% in both cases. The peak probe transmission at 

both 1 MHz and 5 MHz corresponds to an un-attenuated probe power of 0.5 mW. 
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5.6 Improvements to system and future outlook 

As noted above, we observed a 100-fold increase in the bandwidth after the addition of 

buffer gas, reaching a bandwidth of ~0.2 GHz. This is consistent with our model that shows 

that the bandwidth is bounded by the rate of collisional decay from |2> to |4>, which, for the 

parameters employed here, is 𝛾𝑑𝑜𝑤𝑛  =  0.51 𝐺𝐻𝑧. Given that it is an absorptive modulator, 

the bandwidth of the modulation could be increased further (but within the bound set by 

𝛾𝑑𝑜𝑤𝑛) by increasing the optical density. One way to do so is to increase the temperature. 

However, for Ethane buffer gas, a temperature much higher than 150 degrees tends to cause 

degradation of the windows. The other way to do so is to increase the effective interaction 

length. For a free space system, this cannot be done without reducing the pump intensity, 

since the effective interaction length is the Rayleigh length, which depends on the spot size. 

On the other hand, it should be possible to increase the bandwidth (up to the limit set by 

the value of 𝛾𝑑𝑜𝑤𝑛) by using higher pump power. However, our current set up did not allow 

us to increase the pump power beyond the 760 mW used. Instead, we studied the dependence 

of the modulation amplitude on the pump power, as shown in Figure 5.8. As can be seen, the 

modulation amplitude keeps increasing monotonically with increasing pumps power, at two 

different modulation frequencies. From this data, it can be inferred that higher bandwidth 

would have been observed if we were able to increase the pump power well beyond 760 mW. 

We did not try to increase the intensity (which, rather than the power, is the relevant 

parameter) by focusing the beam to a smaller spot, since this process would reduce the 

Rayleigh length to be much smaller than the current value of ~1 cm (for a focused spot size 
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of 50 𝜇𝑚), which in turn would reduce the modulation amplitude, thus potentially offsetting 

any enhancement due to increased intensity. 

 

Figure 5.8 Increase in modulation amplitude for two different modulation frequencies (1 

MHz and 10 MHZ) with increase in pump power. Just as in Figure 5.6 and Figure 5.7, 

the vertical axis is shown in arbitrary units, since the relevant parameter is the 

modulation depth, which can be increased to be near 100% by increasing the optical 

depth, since it is an absorptive modulator. The data shown in Figure 5.7 correspond to 

the maximum power employed for the pump beams (760 mW), thus corresponding to the 

right-most data points in this figure. 

 

Of course, the upper limit of the modulation bandwidth itself can be increased further by 

increasing the pressure of the buffer gas, thereby increasing the value of 𝛾𝑑𝑜𝑤𝑛, which is 

expected to vary linearly with the buffer gas pressure up to a value of at least as high as 25 

atmosphere [78, 95]. Using the fact that this decay rate varies as 1.07*107 sec−1/Torr for 

Ethane, for a pressure of 25 atmosphere ( = 19000 Torr) the modulation bandwidth would be 

about 32 GHz. However, given the constraint of our current system on the maximum 
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intensity achievable without reducing the Rayleigh length to be significantly smaller, 

increasing the pressure beyond the 600 Torr we used would not allow us to observe a higher 

bandwidth. In the near future, we plan to use a different experimental system in order to 

demonstrate higher bandwidth. Specifically, we will use a Silicon Nitride waveguide, 

embedded in a cell containing Rb vapor as well as high pressure Ethan buffer gas. The core 

technology for such a system has already been demonstrated [79]. This system has the 

property that, just like in the case of the TNF, the evanescent field that interacts with the 

atoms can produce a very high intensity at a very low power. Furthermore, unlike in the case 

of the TNF, the interaction length can be made very long. One of the drawbacks of the system 

is that, in its current incarnation, the power throughput is very small due to inefficient input 

coupling. This problem can be circumvented by using a tapered section at the input, or using 

a photonic crystal based coupler.  

It should be possible to realize this modulator at a telecommunication wavelength at very 

low control powers using the tapered nano fiber (TNF) set-up [8], employing the 5S1/2-5P3/2- 

6S1/2 system, for which the probe transition is at ~1367 nm. The TNF needs to be designed to 

operate as a single mode fiber for both wavelengths: 780 nm and 1367 nm. We have carried 

out designs of such a TNF, and have shown that there is a range of taper diameters for which 

it is possible to have a significant overlap between the evanescent modes at these two 

wavelengths. The TNF would be embedded in a Rb vapor cell, and pressurized with Ethane 

buffer gas. The pump and the probe will be combined using a dichroic mirror and launched 

into the TNF. As a figure of merit (FOM) for implementation in our TNF system, one can use 

the number of photons in the pump field that are needed to switch the state of the probe from 
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‘off’ to ‘on’. In order to achieve an intensity equivalent to a free space pump power of 1W for 

a spot size of 50𝜇𝑚, the TNF system with a mode area of 0.2 𝜇𝑚2 would require a pump 

power of ~80 𝜇𝑊. Assuming a rise time of 2.5 nS for operation at a modulation speed of 200 

MHz, the number of pump photons at 780 nm needed for switching would be ~5 × 105. Of 

course, a telecom wavelength modulator of this type can also be realized using the SiN 

waveguide approach discussed above. Allowing for a near unity throughput using one of the 

configurations (e.g. tapered waveguide section or a photonic crystal at the input) mentioned 

above, a bandwidth of 32 GHz for the same power level would correspond to an FOM of 

~3 × 103. Of course, to achieve high modulation depth while using the same power, the 

interaction length (and hence the optical density) has to be much longer than that of the TNF 

(which is only about 1 cm). As mentioned above, this is easy to achieve for the waveguide, 

even within the constraint of a small chip, by using smoothly folded patterns. As a 

comparison with other techniques for low power all-optical modulation [5,92], we find that 

the instability induced switch has an FOM of 4 × 104  photons [81] while micro-ring 

resonators based switches have an FOM of 4 × 107 photons [80]. Thus, this approach is a 

potentially attractive option for low power all-optical modulation. 
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CHAPTER 6 OPTICALLY CONTROLLED POLARIZER 

6.7 Schematic 

6.7.1 Quantum Zeno effect (QZE) 

 

Figure 6.1[A] Quantum Zeno Effect in an atomic V-system. [B] Evolution of the quantum 

state of a photon via passage through a series of waveplates. [C] In the presence of 

interleaved polarizers acting as measurement devices, the evolution to the horizontally 

polarized state is inhibited. 

 

The quantum Zeno effect (QZE) [11,12,13] is the suppression of the evolution of a 

quantum state through the quantum measurement process. Figure 6.1[A] shows the energy 

level diagram of a three level system that illustrates this process. Here, states |1> and |2> are 

assumed long-lived, while state |3> decays rapidly, at a rate Γ, into state |1> only. The QZE in 
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this configuration can be described as follows. In the absence of any coupling to state |3>, state 

|1> will undergo Rabi oscillation, thus getting excited to state |2> at a rate determined by the 

1↔2 coupling strength. When coupled to state |3>, the spontaneous emission emulates a 

measurement process, which resets the quantum state of the system to state |1>. As such, 

evolution of state |1> into state |2> is inhibited. 

The phenomenon described above, although initially investigated in the context of atomic 

transitions, is in fact a general quantum mechanical effect occurring in any system where 

periodic quantum measurement and quantum state evolution occur. In particular, it is 

instructive to analyze a bulk-optic model for this effect, as illustrated in Figure 6.1[B]. Here, 

we consider the evolution of the polarization state of a photon. The polarization degree of 

freedom for the photon spans two orthogonal states: |V> and |H> representing vertical and 

horizontal polarizations, respectively. The general quantum state can thus be written as 

𝛼|𝑉⟩  + 𝛽|𝐻⟩, with |𝛼|2 + |𝛽|2 = 1. Consider now a specific situation where input quantum 

state is |𝑉⟩. When it passes through a wave plate with its fast/slow axis at an angle of 45° with 

respect to the vertical axis, the polarization state of the photon can be expressed as (ignoring an 

overall phase factor) |Ψ⟩ = cos (Δ𝑛𝜔𝑡/2)|𝑉⟩ + 𝑖𝑠𝑖𝑛(Δ𝜔𝑡/2)|𝐻⟩, where Δn is the difference 

in refractive index between the fast and slow axis of the waveplate, t is the time of propagation 

and ω is the optical frequency. We can describe this process by an unitary evolution operator 

𝑈𝜙  such that 𝑈𝜙|𝑉⟩ = 𝑐𝑜𝑠𝜙|𝑉⟩ + 𝑠𝑖𝑛𝜙|𝐻⟩, where 𝜙 = Δnωt/2. When N such plates are 

placed in series, each causing a unitary evolution 𝑈𝜙 with 𝜙 = π/2N, the polarization state of 

the photon at the output become |H>, aside from an overall but inconsequential phase factor. 

Consider next a situation where these waveplates are interleaved with polarizers oriented along 
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the vertical axis, as shown in Figure 6.1[C]. The polarizers act as a measurement device, 

collapsing the state to be |V> with probability cos2 𝜙. In the limit N→∞, corresponding to 

continuous measurement, the final state will be the same as the initial state. 

It is also instructive to analyze this process without invoking a quantum description of light. 

Specifically, we consider a classical light beam polarized in the �̂� (vertical) direction at the 

input. After passing through a waveplate, the polarization state can be expressed as 𝛼�̂� + 𝛽�̂�, 

with |𝛼|2 + |𝛽|2 = 1, and α = cos(π / 2N) . It is now easy to see that after a series of N 

waveplates and polarizers, the output intensity can be expressed as 𝐼𝑜𝑢𝑡 = 𝐼0[cos2(𝜋/2𝑁)]  𝑁 

and in the limit N→∞, it can be verified that Iout→I0, where I0 is the initial intensity. This result 

seems to imply that there is a so-called “classical Zeno effect”. This is erroneous, since the 

concept of a measurement induced reduction of a state is absent in the classical World. Instead, 

the process can be understood via the Quantum Zeno effect by considering a quantum model of 

a classical laser field (by which we mean a field with intensity much stronger than that of a 

single photon). Any such field (including, but not limited to the coherent state) can be 

expressed as a superposition of the Fock states:  |𝑉⟩ = ∑ 𝛼𝑛 |𝑛⟩ . Now, the analysis we 

presented above for a single photon can be applied to each Fock state. Thus, after passing 

though the series of N polarizers and waveplates, the polarization state remains the same. 

Therefore, QZE applies even if one does not explicitly consider the optical field quantum 

mechanically. 

 



109 

 

6.7.2 Optically controlled polarizer 

It is well known that the polarization state of an optical field gets modified after 

propagating through an optically dense vapor medium, a manifestation of optical activity. In an 

atomic system involving ladder type transitions, the presence of two different frequencies open 

up the possibility of controlling the behavior of the probe (upper leg) polarization by careful 

design of the pump parameters (lower leg). In particular, it is possible to make the vapor cell 

act as a polarizer, oriented either vertically or horizontally depending on the polarization of the 

pump. 

 

Figure 6.2 Schematic illustration of an optically controlled polarizer using a ladder 

transition in 
87

Rb atoms 

 

In Figure 6.2(a), we illustrate the basic mechanism for realizing such a polarizer, using a 

simplified set of transitions. We assume here that the atomic population is optically pumped 

into 5S1/2, F = 1, mF = 0 Zeeman sublevel. Here, the control beam at 795 nm is resonant, and 

linearly polarized, in the horizontal direction, for example. This means that the two circular 
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components of the control beam, σ+ and σ-, are out of phase with each other. As such, these 

components will produce an out-of-phase superposition of the mF = −1 and mF = 1 Zeeman 

sublevels. Such a superposition would act as a non-absorbing (dark) state for the 1323 nm 

probe that is vertically polarized, since it has two circular polarization components (σ+ and σ-) 

that are in phase with each other. By the same token, this superposition will act as a strong 

absorber for a 1323 nm probe that is horizontally polarized. Thus, the presence of this control 

beam would make the system an ideal polarizer. Of course, experimental conditions result in 

non-ideal behavior and these are discussed in later sections. 

 

6.7.3 QZE based all-optical logic gate 

A QZE based optical logic gate can be realized if the polarizing effect generator is 

augmented by a wave-plate effect generator, as shown in Figure 6.3. Before we understand the 

working of the logic gate, it is instructive to understand how the waveplate effect is generated. 

Consider first the case where the lower leg is excited by the field which is detuned from 

resonance, and the fields on resonance arrows are turned off. The control field is now a 

right-circularly polarized (σ+) beam at around 795 nm, tuned a few GHz below the 5S1/2, F = 

1→ 5P1/2, F = 1 transition. We assume here that the atomic population is optically pumped into 

the 5S1/2, F = 1,mF = 0 Zeeman sublevel. The control beam, therefore, produces an off-resonant 

excitations to only the 5P1/2, F = 1,mF = 1 Zeeman sublevel in the intermediate state. The probe, 

at around 1323 nm, is chosen to be linearly polarized; therefore, it has two components: σ+ and 

σ-. As shown in the diagram, the σ- component sees the effect of the atoms (because of the 
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detuning, it sees only a real susceptibility, with virtually no absorption), while the σ+ 

component does not. The parameters of the control beam can be tuned to achieve the condition 

for a π phase-shift for the σ- component only, so that the polarization of the signal beam is 

rotated by 90 degrees. Theoretical and experimental investigations of controlled polarization 

rotation of a probe field using another optical field (pump) and employing ladder transitions in 

Rb have been carried out previously [81,82]. However, both of these employ the EIT effect 

where the upper leg is excited by a strong control field while the lower leg is probed by a weak 

optical field, and thus has fundamentally different characteristics than the system we have 

considered. 

 

Figure 6.3 Schematic illustration of an optical logic gate using a ladder-transition based 

polarizer and optical activity in Rb atoms.  

 

The red beams on the lower leg represent the control signal for the polarizer. The presence 

of this control beam results in selective transmission of one particular polarization of the signal 

beam (blue) and complete suppression of the orthogonal polarization, as explained previously. 

In order to understand the effect of applying both the green and red control beams 
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simultaneously, one should recall the model presented in Figure 6.1 for the QZE and the 

discussion that followed, where we considered N pairs of polarizers and polarization rotators, 

and showed that the polarization does not change as N→∞. The physical implementation 

described here operates in this limit. Even though both processes are occurring simultaneously, 

the net result is equivalent to infinitesimal evolutions where the processes alternate after each 

time step. When the polarizing effect generator is turned off, the polarization of the probe beam 

rotates by 90 degrees; when it is left on, the Zeno effect induced by the measurement due to the 

polarizer prevents the polarization of the probe beam from rotating, without any attenuation. 

This is illustrated in Figure 6.3(b). On the other hand, when the waveplate effect generator is 

turned off, the polarization state does not change at all. In Figure 6.3 (c), we show how this 

process can be used as an optical logic gate for a probe data stream. Briefly, using WDM 

couplers, all the control beams and the probe at 1323 nm are made to propagate through a Rb 

vapor cell. Another WDM coupler is used to filter out the beams at 795 before the final 

polarizing beam splitter (PBS) placed at the output. The two ports of the PBS serve as the two 

output channels of the gate. If the control beams represent a data stream with their presence and 

absence denoting the ‘1’ and ‘0’ state respectively, then it is easy to construct a truth table for 

the outputs at port 1 and 2 respectively as shown in Table 6.1. 
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Table 6.1 Truth table for QZE based logic gate. 

 

Thus, if the sense of the ‘1’ and ‘0’ states of the waveplate effect generator beam are 

reversed, output at port 1 simply implements an OR operation on the 2 inputs while if the same 

is done for the polarizer effect generator, output at port 2 implements an AND gate. Of course, 

the output at ports 1 and 2 are complementary, as expected for a PBS. Full implementation of 

such a logic gate requires the realization of both the polarizer effect and the waveplate effect in 

the same medium. However, given the complexity offered by an actual atomic system, we 

decided to investigate and optimize these two effects separately. In another paper, we present 

the details of our study of the waveplate effect. In this paper, we describe the details of our 

study of the optically controlled polarizer. 

 

6.7.4 Stokesmetric imaging 

It is well documented that in many situations of interest, features indiscernible via 

conventional imaging become highly resolved under Stokesmetric Imaging (SI) [83,84,85,86]. 

In a typical SI scenario, a target is illuminated by fully or partially polarized light. The light 

scattered or reflected by the target is then analyzed using a Stokesmeter, which determines the 

magnitude of each of the four Stokes parameter components. Stokesmeters, in their simplest 

form, are comprised of a combination of polarizers and wave-plates with different orientations. 

A key problem with the existing SI systems is that the polarizers and waveplates cannot be 

turned on or off or reoriented rapidly. The free space versions of the optically controlled 
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polarizers and waveplates that are described in this paper have the potential to operate at speeds 

of few MHz (limited by the decay rate of the intermediate level) and thus hold the promise of 

making very high speed SI practical. 

6.8 Experiment  

The experimental configuration we used to realize an optically controlled polarizer is 

shown is shown schematically in Figure 6.4. We used a conventional vapor cell, containing a 

natural mixture of both the isotopes of Rb. However, we used only 
87

Rb for our experiment. 

Here, the control beam and signal beam are co-propagating. A similar set-up was used when the 

control beam and the signal beam were counter-propagating. 

 

Figure 6.4 Experimental setup used to realize the ladder-system polarizer. 

 

Briefly, beams from two tunable lasers (one at 795 nm, and the other at 1323 nm) were 

combined with a dichroic mirror (DCM). A part of the 795 nm light was sent to a reference 

vapor cell for saturated absorption spectroscopy and locking. The combined beams were sent 

through a vapor cell, shielded from magnetic fields with μ-metal. The cell was heated using 

bifiliarly wounded wires that do not add any magnetic fields. After passing through the cell, 
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another DCM was used to split the light into two parts, and each frequency was detected with a 

separate detector. The polarization of each input beam was controlled separately with two half 

waveplates. The control laser was locked to one of the lines on the 5S1/2 ↔ 5P1/2 manifold, 

while the signal laser at 1323 was scanned over the 5P1/2 ↔ 6S1/2 manifold. For the remainder 

of the paper, the hyperfine levels in the ground state are indicated by unprimed alphabets (F), 

those in the 5P1/2 level are primed (F’) and those in the 6S1/2 level are double-primed (F”). 

Previously, we showed a simplified set of energy levels in order to explain the basic 

process behind an optically controlled polarizer. In practice, however, it is extremely difficult 

to realize such an ideal system. For example, it is generally necessary to take into account both 

the hyperfine levels (F’ = 1 and F’ = 2) in the 5P1/2 manifold to account for Doppler broadening 

and power broadening. Furthermore, it is virtually impossible to eliminate all the atoms from 

the 𝑚𝐹 = ±1, F = 1 Zeeman sublevels via optical pumping. Hence, all the Zeeman sub-levels 

at the 5P1/2 manifold also get coupled with the optical fields. The full set of relevant energy 

levels that need to be considered are shown in Figure 6.5. In our model, we considered all the 

Zeeman sub-levels which explicitly interact with an optical field (all sublevels of the F=1, 

F’=1,2 and F”=1,2 hyperfine levels), while the F = 2 hyperfine level and the 5P3/2 level were 

only considered as population transfer levels and hence all their sub-levels were lumped 

together as a single level. The transition strengths [87] indicated are expressed as multiples of 

the weakest transition, which in our case is the transition from the F = 1, mF = 1 sub-level to the 

F’ = 1, mF = 0 sub-level. In order to avoid unnecessary clutter, the matrix elements for the F’ = 

1 to F” = 1, 2 transitions and for the F’ = 2 to F” = 1 transition are not shown. More details 

regarding the model are presented in the section 6.9. Initially, we carried out our experiments 
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without employing optical pumping. Later in the paper, we will discuss in detail how to 

implement optical pumping properly in order to optimize the performance of the polarizer. 

 

Figure 6.5 Model used for numerical computation. See text for more details. 

 

Figure 6.6 (a) shows evidence of the polarizing property of the control beam as the signal 

beam was scanned across the 5P1/2 ↔ 6S1/2 manifold. The control beam was vertically 

polarized, co-propagating with the signal beam, had a power of ~5mW and was locked to the F 

= 1→F’= 2 line. The temperature of the cell was about ~200 Celsius. The blue (red) trace is the 

signal transmission when the signal beam is vertically (horizontally) polarized. The F” = 1 and 

F” = 2 labels indicate the transitions from the F’ = 2 level, as the power of the control beam was 

not strong enough to produce excitations to the far detuned F’ = 1 level. As is evident from 

Figure 6.6(a), signal transmission for the F’ = 1 → F” = 1 increased significantly when the 

control beam and the signal beam are cross-polarized. The F’ = 1 → F” = 2 transition showed 
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opposite behavior to the F’= 1→F”= 1 line in terms of the percentage of absorption. This is due 

to the fact that the matrix elements for the σ- transitions of the F’ = 2 → F”= 2 line are of 

opposite sign as compared to the F’= 2 → F” = 1 line [87], and hence the σ- coherences pick up 

an additional phase difference of π, thus changing the sense of polarization from horizontal to 

vertical and vice-versa. The assumption in the preceding argument is that the significant 

contribution to the absorption of the signal beam is from the F’ = 2 level, since the F’ = 1 is 

highly detuned. 

 

Figure 6.6 Polarizer effect for co-propagating geometry for pump power ~5mW a) 

Experiment b) Theory. 

 

We obtain ~50% reduction in absorption for the F’= 2 → F”= 1 line and about ~70% 

reduction for the F” = 2 line. The background modulation is due to an etalon effect caused by 

the two windows of the cell, which were anti-reflection (AR) coated for 795 nm, but not for 

1323 nm. In the future, the etalon effect could be eliminated by using a cell where the windows 

are not parallel to each other, along with AR-coating at 1323 nm. Figure 6.6(b) shows the 

corresponding numerical simulation and it is fairly consistent with our experimental result. For 

this particular simulation, the pump was slightly detuned below the F = 1→F’= 2 line and this 
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results in the appearance of an additional dip near the F” = 2 line, which is due to the F’ = 1→F” 

= 2 line. Indeed, this feature does not appear if the pump laser is resonant with the F = 1→F’ = 

2 line or if the pump power is not sufficient to excite the atoms to the F’= 1 level. In the 

experimental data too there seems to be an additional dip in-between the two lines, which we 

believe may not be caused due to the etalon effect alone. As our simulations indicate, this 

additional feature might be due to a shift in the pump laser frequency resulting in excitations 

from the F’ = 1 level, but a more thorough investigation is needed to resolve this apparent 

discrepancy. However, it should be noted that the device we propose would operate at one of 

the main absorption dips, rendering the central dip largely irrelevant.  

 

Figure 6.7 Polarizer effect for counter-propagating geometry for 2 different powers of 

the pump. a.1) Experiment a.2) Theory and b.1) Experiment b.2) Theory. 
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We also investigated the performance of the polarizer under a counter-propagating 

geometry. Figure 6.7 shows data for the F” = 1 transition obtained for two different power 

levels (~2mW and ~200mW) of the control beam and the corresponding numerical simulation. 

The F” = 2 transition also showed similar behavior and is not shown here for the sake of 

brevity. 

It is useful to note a couple of differences in the observed signals between the 

co-propagating and the counter-propagating cases. Since we do not have experimental data 

under identical conditions (powers of the pump and the probe, temperature etc.) for the two 

geometries and our theoretical results are fairly consistent with our experimental data, we 

would present these differences using our simulation results. Figure 6.8 shows the simulation 

results for both geometries for a pump Rabi frequency of 5 (in units of the natural linewidth of 

the 5P manifold ~5.7 MHz) when both the control and the signal beams have the same 

polarization. As seen in Figure 6.8, the counter propagating geometry produces narrower (and 

deeper) absorption lines as compared to the co-propagating case. In addition, there is also an 

apparent splitting in the counter-propagating geometry which is absent in the co-propagating 

case. These differences based on geometry are due to what we refer to as pump power limited 

Doppler broadening (PPLDB) but we believe this issue is tangential to the focus of the work 

presented here and hence we discuss it in greater detail later. 
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Figure 6.8 Typical absorption profile for co- and counter-propagating geometries. Here, 

Ωp = 5. 

 

Despite the significant differential absorption at virtually all power levels of the 795nm 

light, in order for our system to work as an ideal polarizer, we need nearly 100% suppression of 

one polarization versus nearly 100% transmission for the orthogonal polarization. Towards this 

end, we used our numerical model to identify the parameter space and experimental 

modifications needed to improve the contrast. We will first describe the model used before 

going to discuss the experimental modification necessary to achieve an acceptable contrast in 

probe absorption. 

6.9 Simulation 

Any analysis of the polarizer proposed above would require careful monitoring of the 

populations and coherences of the various Zeeman sub-levels involved in the system. A 

detailed diagram of all the relevant levels considered along with the relative transition strengths 

has been presented in Figure 6.5. Due to power broadening, the 5P1/2, F’ = 1 hyperfine level 
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interacts with both the control and the signal optical fields (indicated by dashed lines), albeit at 

a large detuning, and these interactions have been taken into account in our model. However, 

we ignored the coherent coupling between F = 2 and the 5P1/2 manifold, because of the large 

frequency difference between F = 1 and F = 2 (~6.8GHz for 
87

Rb). Also, while the control 

beam is shown to be resonant in Figure 6.5, ours is a general model where the control beam can 

be detuned from the F’ = 2 level by an arbitrary value, say δp. 

All the Zeeman sub-levels in the 5P1/2 (6S1/2) manifold are assumed to decay at the same 

rate, 𝛾𝑎~5.75 MHz (𝛾𝑏~3.45 MHz). We also assume a nominal cross-relaxation rate (𝛾𝑔 ~0.1 

MHz) between F = 1 and F = 2 hyperfine levels. Figure 6.9 shows the various decay channels 

and branching ratios in the system. Here, the individual decay rates between the Zeeman 

sublevels are not explicitly shown but only the branching ratios between the hyperfine levels, 

which were obtained by summing the decay rates of all possible transitions between the 

corresponding hyperfine levels. The decay rate between any two Zeeman sub-levels was 

calculated by assuming it to be proportional to the square of the matrix element of the 

corresponding transition, such that the sum of all such decays rates from the decaying level 

equaled the net decay from that level. For example, consider mF = 0, F’ = 2 sub-level which 

decays at a rate 𝛾𝑎. The transition strengths for the σ+, σ-, and π-transitions to the F = 1 (F = 2) 

are in the ratio 1:1:2 (√3:√3:0). Thus, the net decay rate between the mF = 0, F’= 2 sub-level to 

the mF = −1, + 1 and 0 states of the F = 1 level were computed to be 𝛾𝑎/12, 𝛾𝑎/12 and 𝛾𝑎/3 

respectively and the decay to the F = 2 level was computed to be 𝛾𝑎/2, since all the hyperfine 

levels in the F = 2 state are lumped together as a single state in our model. We have also taken 

into account the sourcing of atoms into the ground states from the 6S1/2 state via the 5P3/2 state 
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(shown by dashed lines in Figure 6.9). For our computations, these additional source terms 

were modeled using an “effective decay rate” directly from the hyperfine levels in the 6S1/2 

state to the 5S1/2 manifold. A detailed calculation, taking into account the various branching 

ratios into and from all the hyperfine levels of the 5P3/2 state was used to determine these rates. 

However, the decay rate of each of the individual Zeeman sub-level in the 6S1/2 state was not 

considered, rather it was assumed that all of them decayed equally to the Zeeman sub-levels of 

F = 1 and F = 2 levels at the respective “effective decay rates” previously determined. The ratio 

between the decay rates into the 5P1/2 and 5P3/2 state from the 6S1/2 state was simply decided by 

the ratio of the explicit values of the transition strength of the D1 and D2 lines [87]. 

 

Figure 6.9 Decay rates and branching ratios between various levels in our model. 

 

In addition to keeping track of the signs of the matrix elements involved in the transitions 
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between the Zeeman sub-levels, it is also important to keep track of the explicit phase 

associated with the optical fields. In most cases, this phase can be factored out while 

transforming the Hamiltonian to the rotating basis. However, if any level has multiple 

pathways for excitation such that the pathways form a closed loop architecture, it is not 

possible to transform all the phases out of the Hamiltonian. Upon transformation to the rotating 

basis, this results in the appearance of a so called “closed-loop phase” on one of the legs of the 

Hamiltonian which cannot be eliminated by any transformation, as shown in Figure 6.10. In 

fact, changing the polarization of either the signal beam or the control beam from horizontal to 

vertical results in changing this closed-loop phase by π and thus the study of the Polarizer effect 

essentially boils down to studying the behavior of the system as this closed-loop phase is 

switched between 0 and π. 

 

Figure 6.10 Effect of closed-loop architecture resulting from multiple excitation 

pathways between two levels. 

 

In our model, we have up to a maximum of 20 levels. We used the Liouville equation, 

which describes the evolution of the density matrix in terms of a commutator between the 
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density matrix and the Hamiltonian, to obtain the steady-state solution. The usual method of 

vectorizing the density matrix and then inverting the coefficient matrix thus obtained, is not 

easy to handle as the size of the coefficient matrix is very large (400*400). In order to 

overcome this problem, we developed a novel algorithm which would compute the said 

coefficient matrix automatically, given the Hamiltonian and the source matrix. Briefly, we set 

each of the elements of the density matrix to unity one at a time while setting all the others to 

zero and repeatedly compute the commutator between the density matrix and the Hamiltonian. 

Once this procedure is repeated over all the elements of the density matrix, we would have 

computed the coefficient matrix. The source terms, as well as any other dephasing terms (such 

as collisional dephasing) are added in finally as a constant matrix. Details regarding the 

algorithm are to appear in a separate paper, which is currently under review [16]. 

While averaging over the Doppler profile, we used the supercomputing cluster at 

Northwestern (QUEST) to perform our computations. Using 64 cores and computing the 

steady state solution for 512 values of detuning, each averaged over 800 points of the Doppler 

profile, we obtained the steady-state solution for our 20-level system in 3-4 minutes. With a 

smaller system, say for a 15-level system, we obtained the solution in a few seconds. Some of 

the results, thus obtained, have already been reproduced in Section 6. For all the simulations, a 

temperature of 500 Kelvin was used and the density of atoms was taken to be ~10
11

/cm
3
. 

 

6.10 Improvements to system and future work 

In general, the quality of a polarizer is characterized by its extinction ratio, η, defined as 
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the ratio of the transmitted intensity of light with its state of polarization (SOP) parallel to the 

transmission axis to the transmitted intensity of the same beam of light with its SOP 

perpendicular to the transmission axis. The minimum value of η that might be acceptable 

depends on the signal to noise ratio (SNR) desired in a particular application. For the SI 

application, for example, an SNR of about 5 would suffice, according to the Rose criterion [88]. 

For the optical logic gate, the SNR requirement could be even lower. This would translate 

directly to the η that can be achieved in our polarizer, assuming other sources of noise are 

negligible. The best case, shown in Figure 6.7(b) corresponds to an η ~2.5. The value of η can 

be increased significantly by using higher optical densities of the Rb medium (resulting in very 

high absorption of light polarized perpendicular to the transmission axis) but this would also 

result in lowering of the transmission of light polarized along the transmission axis of the 

polarizer. Thus, the requirement of a high value of η needs to be balanced against maximum 

achievable transmission and this would again depend on the particular application at hand. 

In order to increase the extinction ratio of our all-optical polarizer without sacrificing the 

maximum transmission achievable for a beam of light polarized along the transmission axis, it 

is necessary to make modifications to our system. One of the non-idealities in our system is that 

all the Zeeman sublevels in the F = 1 state are populated due to decay from various channels. 

Since the transition between the F = 1, mF = 0 and the F’ = 1, mF = 0 Zeeman sublevels is 

forbidden, application of a π-polarized optical pumping beam between the F = 1 and F’ = 1 

states would pump the atoms into the F = 1, mF = 0 state, as required. However, we note that a 

π-transition is allowed between the F = 1, mF = 0 and F’ = 2, mF = 0 Zeeman sublevels. Hence, 

if the interaction of the π-beam with F’ = 2 in considered, it is not possible to obtain a 
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time-independent Hamiltonian after switching to a rotating basis. In order to circumvent this 

complication, we made the simplifying assumption that the π-beam excites only the F = 1→F’ 

= 1 transition. Although not necessary, we also assumed that the control beam only interacts 

with the F’ = 2 level. Given the separation (0.816 GHz) between the F’ =1 and F’ = 2 levels, 

these assumptions are valid for the power levels used in our simulation, as detailed later. The 

π-beam, expanded using a cylindrical lens and locked to F = 1 → F’ = 1 transition, needs to be 

brought in through a slot running parallel to the length of the Rb Cell. However, application of 

this pumping beam alone is not sufficient, as there is decay from the intermediate (5P) levels 

into the F = 2 state, which is another non-ideality in our system. This mandates the need for 

another optical pumping beam from the F = 2 state to the 5P3/2 state. The net effect of this 

additional pumping beam was modeled as an increased decay rate from the F = 2 to F = 1 state. 

The maximum decay rate obtainable by the application of such a beam is 𝛾𝑎, the radiative 

decay rate of the 5P3/2 manifold. We further note that the ratio of steady-state populations in the 

F = 1 and F = 2 states (in the absence of any field) can be estimated to be ~𝛾𝑎/𝛾𝑔, where 𝛾𝑎 is 

the nominal decay rate from the F = 1 to F = 2 state. It is clear that we can increase the 

population in the F = 1 state by further decreasing 𝛾𝑔, and this can be accomplished by using a 

buffer gas loaded cell. Figure 6.11 shows our model after the afore-mentioned changes are 

incorporated. As noted previously, to avoid unnecessary clutter, not all transition strengths are 

shown. 



127 

 

 

Figure 6.11 Modified model after addition of optical pumping beams and buffer gas. 

 

A typical simulation result obtained by employing the modified system is shown in Figure 

6.12. Again, only the F’ = 2 → F” = 1 transition is shown for the sake of brevity. As is evident 

from Figure 6.12, at zero detuning, a signal beam with the same polarization as the control 

beam is almost completely absorbed (0.00001% transmission) while nearly 90% of an 

orthogonally polarized beam is transmitted, corresponding to an η~105, comparable to the best 

commercially available polarizers. For this particular simulation, we used the co-propagating 

geometry, the decay rate from the F = 2 to F = 1 state was set to be equal to the decay rate of the 

5P manifold while the decay rate in the opposite direction was set (reduced due to buffer gas) to 

about 10 KHz. The Rabi frequencies of the control beam and the optical pumping beam were 

set to be 0.5 and 10 (in units of the natural linewidth of the 5P manifold 𝛾𝑎~5.7 MHz), 

respectively. The density of atoms was taken to be 10
11

/cm
3
 and the temperature was set to 
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500K. 

 

Figure 6.12 Numerical simulation of polarizer effect in the presence of two optical 

pumping beams and using a buffer gas loaded cell. 

 

It should be possible to realize such a polarizer at a very low light level, using a tapered 

nanofiber (TNF) embedded in Rb vapor [7,8,9,10]. In a TNF, the typical mode area is ~0.2 μm
2
. 

Thus, assuming a saturation intensity of 3mW/cm
2
, a Rabi frequency of 10γa would correspond 

to a power of only ~1 nW. Unlike the free space case, the maximum speed of operation in the 

TNF system would be limited by the transit time broadening (~60 MHz) rather than the natural 

linewidth of the 5P manifold (~6 MHz). To see why, note that the speed is limited by the rate at 

which atoms in the intermediate state relax to the ground state [89] and for a TNF system, this 

rate is effectively determined by the transit time. Finally, we note that the TNF system may be 

suitable only for demonstrating an all-optical logic gate but not for SI, for which the free space 

version of the polarizer is better suited. Significant changes to the set-up are required in order 

to implement the improved scheme both in free space and in the TNF system. Efforts are 
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underway in our laboratory towards making these modifications and we intend to report on the 

progress and results in the near future. 
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CHAPTER 7 OPTICALLY CONTROLLED WAVEPLATE 

7.7 Schematic 

In an atomic system involving ladder type transitions, the presence of two different 

frequencies open up the possibility of controlling the behavior of the probe (upper leg) 

polarization by careful design of the pump parameters (lower leg). In particular, it is possible to 

make the vapor cell act as a waveplate. The mechanism for producing controlled polarization 

rotation, is illustrated schematically in Figure 7.1, using a cascaded atomic transition involving 

four levels where direct excitation to the upper level from the ground state is dipole forbidden. 

We consider the mF = 0 Zeeman sublevel of a certain hyperfine level into which the atoms have 

been optically pumped, as the ground state. The lower leg is excited by a highly off-resonant 

right-circularly polarized beam (control/pump beam), that produces excitations to only the mF 

= 1 Zeeman sublevel in the intermediate state. The signal beam (probe), applied between the 

intermediate level and the upper level, is linearly polarized with the polarization axis 

orthogonal to the quantization axis, and excites the σ+ and σ- transitions on the upper leg. Here, 

we have assumed that (a) the light beams are propagating in the direction of quantization, and 

(b) that light is defined to be right (left) circularly polarized if, when looking along the 

direction of the Poynting vector, the electric field vector appears as rotating in the clock-wise 

(counter clock-wise) direction. It should be noted that some text books and papers follow the 

opposite convention, under which what we are calling right-circular polarization would be 

called left-circular polarization, while others follow the convention we are using here. Further, 

if the traveling wave laser field is propagating opposite to the direction of quantization, the mF 
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= 0 → mF = 1 transition is excited by a left circularly polarized light according the convention 

we have used. We assume that the frequency of the signal beam is very different from that of 

the control beam, so that the signal beam only couples to the upper leg, and the control beam 

only couples to the lower leg. The off-resonant control beam produces a light shift of the mF = 

1 Zeeman sublevel in the intermediate state. If the frequency of the signal beam is chosen to be 

such that its detuning (from the unperturbed frequency of the upper leg transition) is 

significantly different from this light shift, then the component of the probe which excites the 

σ- transitions sees the effect of the pump, and sees only a real susceptibility with virtually no 

absorption, while the component exciting the σ+ transitions does not see any effect of the pump. 

The parameters of the control beam can be tuned to achieve the condition for a π phase-shift for 

the σ- component only, so that at the output the linear polarization is rotated by 90 degrees.  

 

Figure 7.1 Schematic illustration of an optically controlled polarization rotator using 

circularly polarized control beam. 

 

It should be noted that the above schematic can only be used as a polarization rotator for a 

linear polarization of the probe. For example, it can be seen that it is impossible to obtain a 
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purely circular polarization of the probe (without any loss), as it would require complete 

absorption on one of the legs of the upper transition. In fact, a simple Jones matrix analysis of 

the above system (in the absence of absorption) shows that the polarization state of the probe is 

𝑠𝑖𝑛𝜙�̂� + 𝑐𝑜𝑠𝜙�̂�, where φ is the phase difference introduced between the two legs of the signal 

beam. In order for the system to behave as a quarter wave plate, for example, one needs to 

apply a linearly polarized pump. As shown in Figure 7.2, in this scenario, both the mF = + 1 (|2>) 

and mF = −1 (|3>) states get coupled to the mF = 0 (|1>) state and the effect produced is not 

transparent in the simple schematic discussed above. However, by a suitable rotation of the 

intermediate states, one can reduce the process to a similar scenario, where for any arbitrary 

polarization of the pump, only one of the intermediate states is coupled, while the other is 

decoupled. Explicitly, any arbitrary polarization of the pump can be represented as �̂�+ + 𝛽�̂�− , 

where α and β can be complex. This couples |1> to α*|2> + β*|3> (denoted as |+ >), where ‘*’ 

denotes complex conjugation. The orthogonal state, |1> = α|3>-β|2>, is not coupled by the 

pump, as can be verified by explicit calculation. A similar analysis can be carried out for the 

probe field as shown in Figure 7.2. Now the situation is formally identical to the one presented 

in Figure 7.1, where one of the legs sees the effect of the pump while the other does not. 
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Figure 7.2 Generalized schematic of an optically controlled waveplate using control 

beam of arbitrary polarization. 

 

For illustrative purposes, let us consider a probe polarized along the �̂� direction. Denoting 

�̂�− = �̂� − 𝑖�̂�/√2 and �̂�+ = −�̂� − 𝑖�̂�/√2, one obtains �̂� = 𝑖(�̂�− + �̂�+)/√2. Decomposing �̂� 

in terms of the rotated basis and introducing a phase shift φ on the field coupling the | + > state 

to |4>, one obtains the following expression for the polarization state �̂� of the probe- 

  (7.1) 

Using appropriate values of α, β and φ, one can obtain circular polarization. For example, 

consider a pump polarized linearly at 45°, for which α = i/(i-1) and β = 1/(i-1). If we now set φ 

= π/2, one obtains �̂�+ polarization for the probe, as can be verified by explicit substitution in 

Eqn. 7.1. In its most general form, the probe can also be in some arbitrary polarization state. All 

one needs to do is to resolve it in terms of the new rotated orthogonal states and introduce a 

phase shift on one of the legs, leaving the other unaffected. By a suitable choice of the pump 
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polarization, one can place the probe in any desired polarization state.  

In our set-up, we utilized the 5S1/2-5P1/2-6S1/2 cascade system in 
87

Rb atoms, with F = 2 as 

the ground state. The pump and probe beams are at 795 nm and 1323nm respectively. The 

primary reason for choosing the upper leg as the probe is the need for an all-optical switch at a 

telecommunication wavelength. In Figure 7.1 and Figure 7.2, we showed a simplified set of 

energy levels in order to explain the basic process behind an optically controlled waveplate. In 

practice, however, it is extremely difficult to realize such an ideal system. We first note that it is 

virtually impossible to optically pump all the atoms into the , 5S1/2, F = 2, mF = 0 Zeeman 

sublevel. Hence, Zeeman sub-levels other than mF = ± 1 at the 5P1/2 manifold also get coupled 

with the pump and probe optical fields. Furthermore, it is generally necessary to take into 

account both hyperfine levels (F’ = 1 and F’ = 2) in the 5P1/2 manifold to account for Doppler 

broadening and power broadening. Thus, the full set of energy levels that need to be considered 

is quite large, and the actual model employed for our system is discussed in the next section. 

For the remainder of the paper, the hyperfine levels in the ground state are indicated by 

unprimed alphabets (F), those in the 5P1/2 level are primed (F’) and those in the 6S1/2 level are 

double-primed (F”). 

 

7.8 Simulation 

In previous analyses of similar systems (CHAPTER 6), a simple model consisting of only 

the relevant hyperfine levels transitions was employed [81,82]. Other works [90,91] consider 

some of the Zeeman sub-levels, but make use of few assumptions to eliminate some of the 
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density matrix elements to arrive at a somewhat approximate result. In our model, we 

considered all the Zeeman sub-levels which explicitly interact with an optical field (all 

sub-levels of the F = 2, F’ = 1, 2 and F” = 1 hyperfine levels), while the F = 1 hyperfine level 

and the 5P3/2 level were only considered as population transfer levels and hence all their 

sub-levels were lumped together as a single level. The full set of energy levels that we have 

incorporated in our model are shown in Fig. 7.3. The transition strengths [87,64,92] indicated 

are expressed as multiples of the weakest transition, which in our case is the transition from the 

F = 2, mF = 0 sub-level to the F’ = 1, mF = 1 sub-level, for example. We assume that the control 

beam is tuned below the F = 2→ F’ = 1 transition while the signal beam is detuned by an 

amount δs from the F’ = 1 → F” = 1 transition. Due to the Doppler width and power broadening, 

the F’ = 2 hyperfine level also interacts with both the control and the signal optical fields 

(indicated by dashed lines), albeit at a large detuning, and these interactions have been taken 

into account in our model. However, we ignored the coherent coupling between F = 1 and the 

5P1/2 manifold, because of the large frequency difference between F = 1 and F = 2 (~6.8GHz for 

87
Rb). 
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Figure 7.3 Model used for numerical computation. See text for more details. 

 

All the Zeeman sub-levels in the 5P1/2 (6S1/2) manifold are assumed to decay at the same 

rate, 𝛾𝑎~5.75 MHz (𝛾𝑏~3.45 MHz). We also assume a nominal cross-relaxation rate (𝛾𝑔 ~0.01 

MHz) between the ground states. The decay rate between any two Zeeman sub-levels was 

calculated by using the fact that it is proportional to the square of the matrix element of the 

corresponding transition, and that the sum of all such decays rates from the decaying level must 

equal the net decay from that level. For example, consider mF = 0, F’ = 2 sub-level which 

decays at a rate 𝛾𝑎. The transition strengths for the σ+, σ-, and π-transitions to the F = 2 (F = 1) 

are in the ratio√3:√3:0 (1:1:2). Thus, the net decay rate between the mF = 0, F’= 2 sub-level to 

the mF = −1, + 1 and 0 states of the F = 2 level were computed to be 𝛾𝑎/4, 𝛾𝑎/4 and 0 
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respectively and the decay to the F = 1 level was computed to be 𝛾𝑎/2, since all the hyperfine 

levels in the F = 1 state are lumped together as a single state in our model. We have also 

considered the sourcing of atoms into the ground states from the 6S1/2 manifold via the 5P3/2 

state. A detailed calculation, taking into account the various branching ratios into and from all 

the hyperfine levels of the 5P3/2 state was used to determine these “effective decay rates” 

directly from the 6S1/2 states to the ground states. Table 7.1 shows these “effective decay rates” 

from each of the Zeeman sub-levels in the 6S1/2 manifold to the ground states. The ratio 

between the rates of decay into the 5P1/2 and 5P3/2 states from a given upper level was decided 

by the ratio of the explicit values of the transition strength of the D1 and D2 lines. 

 

Table 7.1Effective decay rates between excited states and ground stats. 

It should be noted that in our model we have not taken into account the fact that the atoms 

spend a finite amount of time in the laser beam, which is the transit time effect. Given the size 

of the beam diameter (about 0.05 mm in the focused spot), the transit time for the atoms with a 

mean velocity of ~350 m/s is about 140 nanoseconds, corresponding to a transit time 

broadening of about 1 MHz. The transit time is thus much larger than the time needed for the 

system to reach steady state, which is of the order of the radiative decay times (~30 nsec) of the 

excited states. It is, therefore, reasonable to use a steady state solution, without taking into 
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account the transit time effect. The effect of the transit time broadening can be taken into 

account by increasing the natural linewidth (~6 MHz) via addition of the transit time linewidth 

(~1 MHz) to it. However, given that this broadening would change the linewidth by less than 

20%, this is not likely to have a significant effect on the results. An elaborate model for a laser 

excitation of an atomic transition in a vapor cell where the effect of the transit time is taken into 

account via rate equations can be found in [93] and [94]. In the near future, we will carry out a 

more comprehensive analysis of our system by applying this formalism. We used the 

Liouville’s equation, which describes the evolution of the density matrix in terms of a 

commutator between the density matrix and the Hamiltonian augmented by the 

phenomenological determined decay rates, to obtain the steady-state solution. The usual 

method of vectorizing the density matrix and then inverting the coefficient matrix thus 

obtained, is not easy to handle as the size of the coefficient matrix is very large (400*400). In 

order to overcome this problem, we made use of a novel algorithm, recently developed by us 

[16] which would compute the said coefficient matrix automatically in a very efficient manner, 

given the Hamiltonian and the source matrix. While averaging over the Doppler profile, we 

used the supercomputing cluster at Northwestern (QUEST) to perform our computations. 

Using 64 cores and computing the steady state solution for 512 values of detuning, each 

averaged over 800 points of the Doppler profile, we obtained the steady-state solution for our 

22-level system in 3-4 minutes. 

7.9 Experiment 

We investigated the system when the pump and the probe are both co-propagating and 



139 

 

counter-propagating. The experimental configuration for the co-propagating geometry is 

illustrated schematically in Figure 7.4. Briefly, beams from two tunable lasers (one at 795 nm, 

and the other at 1323 nm) are combined with a dichroic mirror (DCM). A part of the 795 light is 

sent to a reference vapor cell for saturated absorption spectroscopy and locking. The combined 

beams are sent through a vapor cell, shielded from magnetic fields with μ-metal. The cell is 

heated using bifiliarly wounded wires that do not add any magnetic fields. After passing 

through the cell, the two beams are separated using another DCM, and each frequency is 

measured with a separate detector. The set-up for the counter-propagating version is similar 

(not shown). The control beam at 795 nm, which is polarized linearly initially, is passed 

through either a quarter-wave-plate or a half-wave plate in order to produce the desired 

polarization. The polarization of the signal beam, at 1323 nm, is controlled separately with a 

half-wave-plate. Ideally, the 1323 nm laser would also be locked at a particular frequency but 

this laser was found to be stable, so that locking it was not necessary. 

 

Figure 7.4 Experimental set-up. 
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In order to determine the polarization of the signal beam after passing through the cell, we 

inserted an analyzer before detector A, consisting of a voltage-controlled liquid crystal retarder 

(LCR), whose fast axis is placed at 45 degrees to the initial polarization direction (say �̂�) of the 

signal beam, followed by a polarizer with its axis orthogonal to initial polarization of the signal 

beam. Having only an orthogonal polarizer at the output is, in general, not enough, as one 

cannot determine if the observed signal is a manifestation of polarization rotation alone or a 

combination of both rotation and absorption, unless of course the detector signal is at least as 

large as the far off-resonant signal. However, it can serve as a diagnostic tool in identifying the 

regions of large phase shift as the probe is scanned across the 6S1/2 manifold. The LCR 

produces a phase retardance between its orthogonal axes that depends non-linearly on the 

amount of voltage applied to the LCR controller which can be determined from a calibration 

curve provided by the manufacturer and verified independently by us. During our experiment, 

the control voltage to the LCR is scanned linearly from 0 V to 10 V, with 2 V and 8V 

corresponding to a phase shifts of approximately π and 0, respectively for the wavelength that 

we are using. This particular arrangement of the analyzer provides us with a very large set of 

data points (corresponding to the LCR scan) from which to obtain the values of absorption 

coefficients and the phase rotation. The signal observed at the detector A can be ascertained by 

performing a Jones matrix analysis of the entire system, which is discussed next. 

 

Jones matrix analysis 

 Let 𝐸𝑖𝑛 be the signal field amplitude before the Rb cell and let �̂� be its polarization 

direction. We assume the direction of propagation of the probe to be the quantization direction. 
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Let �̂�+ = −(�̂� + 𝑖�̂�)/√2 and �̂�− = (�̂� − 𝑖�̂�)/√2 be the unit vectors corresponding to right 

(RCP) and left circular polarizations (LCP) respectively. Then, Ein can be represented in the 

circular polarization basis as �⃗� 𝑖𝑛 = 𝐸0�̂� = 𝐸𝑖𝑛+�̂�+ + 𝐸𝑖𝑛−�̂�−, where 𝐸𝑖𝑛+ = 𝐸𝑖𝑛− = 𝑖𝐸0/√2 

and E0 is some arbitrary value. The field amplitude after the cell can be represented, in its most 

general form as 

         (7.2) 

where (𝛼+, φ+) and (𝛼−, φ−) are the attenuations and phase rotations for the RCP and LCP 

part of the signal beam respectively after passing through the Rb vapor cell. With �̂� and �̂� as 

the basis for the Jones vector representation and after some algebraic manipulation, we find 

that the field amplitude after the cell can be represented as 

          (7.3) 

where 𝛼𝑑 = 𝛼+ − 𝛼−  and  Φ𝑑 = 𝜙+ − 𝜙− . Thus, 𝛼𝑑 and 𝜙𝑑 d represent the differential 

absorption and phase rotation between the RCP and LCP parts of the signal beam. If θ 

represents the phase retardation produced by the LCR, then the Jones matrix for the LCR is 

given by 

              (7.4) 

and the Jones matrix for the LCR whose axis is rotated by 45° is given by 𝐽𝐿𝐶𝑅45 =

𝑅−1(45𝑜) ∗ 𝐽𝐿𝐶𝑅 ∗ 𝑅(45𝑜) where R(45°) represents the rotation matrix for 45° and is given by 

𝑅(45𝑜) =  [
1/√2 1/√2

−1/√2 1/√2
]             (7.5) 
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Finally, the polarizer with its axis parallel to the �̂� axis has the Jones matrix representation 

𝐽𝑌𝑃𝑜𝑙 = [
0 0
0 1

]                (7.6) 

Thus, the Jones vector for the signal observed at the detector A would be  

  𝐽𝑜𝑢𝑡 = 𝐽𝑌𝑃𝑜𝑙 ∗ 𝐽𝐿𝐶𝑅45 ∗ 𝐸𝑜𝑢𝑡             (7.7) 

Performing the calculations, we find that the intensity as seen by the detector A is given by 

       (7.8) 

In Figure 7.5(a), I is plotted for different values of φd (in degrees) and αd = 0 as the LCR 

phase retardance θ varies from 0 (left-end) to π (center) and back to 0 (right-end). As is evident 

from the figure, the signature for increasing differential phase rotation is the upward shift of the 

minimum and downward shift of the maximum of the curve until φd = 90°, at which point the 

signal is perfectly flat. For greater values of φd, the shape of the curve gets inverted until φd = π. 

On the other hand, for non-zero values of αd and φd = 0, the minima of the curves get shifted 

inwards, the curves slope upward on either side of the minima and the central part of the curve 

is flattened out, as shown in Figure 7.5(b). For non-zero values of both αd and φd, the 

interpretation is not so straightforward and one has to use 3 data points and invert the 

expression for I to obtain their values. The algebra is somewhat involved and we present only 

the final result  

   (7.9) 

        (7.10) 
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where Cj = cos (θj), Sj = sin (θj), and Sj-k = sin (θj -θk), where θj is the phase rotations produced 

for some voltage, and 𝐼𝑗 is the corresponding intensity seen by the detector. 

 

Figure 7.5 Ideal Output seen by detector for different values of a) φd with α+ = α- = 0 

and b) α- with φd = α+ = 0. 

 

The exact shape of the 5P1/2-6S1/2 absorption lines depend critically on the control beam 

intensity and detuning, and the spread in atomic velocities (which in turn depends the 

temperature of the cell). The line shape is further complicated by the unequal transition 

strengths and hence, varying Autler Townes splittings or light shifts. As a result, each of the 

probe resonance peaks may be split as well as shifted significantly from the nominal positions. 

In addition, the structures from one resonance may overlap with other structures from a 
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neighboring resonance. As such, it is quite difficult to associate a feature observed at a certain 

detuning with a specific transition. Our model does a good job in predicting the line shapes for 

very low pump intensities. However, for strong pump intensities, such as those employed 

experimentally, a combination of a more accurate model which addresses all non-idealities, as 

well as an exact measurement of the velocity spread and the optical density would be needed to 

reproduce theoretically the line shapes observed. In the future, efforts will be made to improve 

the modeling in this way. Thus, for the somewhat approximate model we have at hand, and the 

qualitative estimate of the experimental parameters, it is difficult to predict precisely the probe 

detuning at which one expects to see large phase shifts in the experiment. Therefore, as a 

diagnostic tool to identify regions of high phase shift, the LCR was first removed. Rotation of 

polarization by 90°, which would enable us to use the device as an all-optical switch, 

corresponds to regions where the signal is at least as large as the signal with the polarizer 

placed parallel to the initial polarization direction of the signal beam. As the probe laser was 

scanned across the 6S1/2 manifold, the detuning of the control beam was varied in order to 

maximize the transmission through the orthogonal polarizer over the largest possible 

bandwidth. The best results were obtained when the pump and probe were counter-propagating 

and the results are shown in Figure 7.6. 
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Figure 7.6 Observed experimental data showing differential phase rotation of (a) ~160° 

and (c) ~180° and almost no differential absorption at certain detunings. (b) 

transmission through orthogonal polarizer as probe is scanned. 

 

Figure 7.6(b) shows the transmission through the orthogonal polarizer as the probe laser 

was scanned over ~5 GHz. The control beam was right circularly polarized and the signal beam 
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was vertically polarized. The pump was placed at a detuning of about 1.2 GHz. The 

temperature of the cell was maintained around 130° Celsius and the pump power was about 

600 mW, obtained from a Ti-Sapphire laser. The probe laser was about 1 mW, obtained from a 

fiber coupled semiconductor laser. Both beams were focused to a spot size of about 50 μm near 

the center of the Rb cell. The probe frequency scan was then stopped and with the probe laser 

fixed at a frequency corresponding to a region of high phase shift, the LCR was inserted at 45° 

to the initial polarization direction of the probe and its control voltage was scanned linearly 

from 10V to 0V and back up to 10V. The blue trace (normalized from 0 to 1) corresponds to the 

situation when the control beam was blocked and can thus be treated as the reference signal, 

corresponding to 0 phase retardance. When the control beam is unblocked, the system acts as 

an optically controlled waveplate and the red trace is obtained. Comparing with the theoretical 

plots, one can see that the phase shifts in Figure 7.6 (a) and (c) correspond to φd ~160° and φd 

~180°, respectively with αd ~0. These values obtained are consistent with those obtained using 

the analytical expressions in Eqn.7.9 and 7.10. Figure 7.7 shows the result obtained from 

numerical simulations using the model presented in section 2. We perform our calculations by 

setting Γa to unity and rescaling all parameters in units of Γa. The pump is resonant with the F = 

1 to F’ = 2 transition and the probe detuning (δs) ranges from −1200Γa to 1200Γa. Figure 7.7 (a) 

and (b) show the phase shift of the RCP and LCP parts of the signal beam introduced by the Rb 

medium and Figure 7.7 (c) shows the difference between them. Figure 7.7 (d)- (f) show the 

corresponding figures for attenuation. The pump detuning is ~1.2 GHz (same as the 

experimental value), the Rb density is 10
12

/cm
3
 and the cell length is 7.5 cm. Other relevant 

parameters used for this particular simulation are as follows- the decay rates Γa, Γb and Γg are 
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2π*5.75 sec
−1

, 2π*3.45 sec
−1

 and 2π*0.1 sec
−1

 respectively. The separation Δ, between F’ = 1 

and F’ = 2 is 2π*814.5 sec
−1

 ( =141.4Γa) and the Rabi frequencies have been chosen to be Ωp 

=100Γa , and Ωs = 0.1Γa . As is evident from Figure 7.7(c) and (f), around the data point 

indicated in the figure, for this set of parameters, we can produce a phase shift of about 180° 

with minimal differential absorption. For reasons explained earlier, it is not currently possible 

to ascertain whether the corresponding 180° phase shift observed experimentally occurs at 

precisely this frequency. 

 

Figure 7.7 Numerical simulation of 15-level system showing phase shift and attenuation 

of the RCP and LCP parts of the probe beam as a function of probe detuning. Here 

δc~1.2 GHz, natom~10
12

/cm
3
 and Ωmin = 100Γa. 

 

The expressions used to calculate the attenuation and additional phase retardance 

introduced by the Rb medium are given by 

   (7.11) 
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    (7.12) 

    (7.13) 

    (7.14) 

And 

              (7.15) 

where k is the wavevector of the signal beam, L is the length of the cell, natom is the density of 

Rb atoms, Ωmin is the Rabi frequency for the weakest probe transition and the various aij’s are 

the ratios of the Rabi frequency ( Ωij ) of the |i> -> |j> transition to Ωmin For example, 

𝑎12,7 = Ω12,7/Ω14,9 = √6 . 𝑏𝑚𝑖𝑛
2  is the fraction of the atoms (<1) that decay along the 

transition corresponding to Ωmin , among all allowed decay channels from the decaying level. 

In our model, the amplitudes for all possible transitions from |14> are in the ratio 

1: 1: 1: √3: √6 and hence the fraction of atoms that decay along the different channels are in 

the ratio 1:1:1:3:6. Thus, 𝑏𝑚𝑖𝑛
2 = 1/(1 + 1 + 1 + 3 + 6)  = 1/12. 

It is possible to produce arbitrarily large phase rotation by increasing the temperature and 

thus the density of Rb atoms. However, since the difference in phase rotation is so large, the 

bandwidth over which the device can operate as a half-wave plate, for example, becomes 

narrower. Thus, for wide bandwidth operation, we would need to operate in the parameter 

space where we not only have φd ~180°, but the slope should also be very small, as shown for 

the data point marked in Figure 7.7(c). We also investigated the waveplate effect under a 

co-propagating geometry. We found that the absorption line shapes for the co-propagating 

geometry are broader and shallower compared to the counter-propagating geometry, the 
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reasons for which have been clearly elucidated in [17]. As a consequence, under identical 

conditions, the phase rotation produced is smaller. This was confirmed experimentally, but the 

results have been omitted for the sake of brevity. The system can also be used as a quarter-wave 

plate by using a pump that is linearly polarized at 45° to the direction of polarization of a 

linearly polarized probe, as explained earlier. Figure 7.8(a) shows the result for such a situation 

with the polarizer in front of detector A parallel to the direction of polarization of the probe. 

Here, the probe is vertically polarized while the pump is linearly polarized at 45° and is at a 

detuning of δc~1 GHz and has a power of ~600 mW. Figure 7.8(b) shows the corresponding 

simulation results for a vertical and circularly polarized probe after passing through our 

analyzing system. 

 

Figure 7.8 System behaving as Quarter Wave Plate using pump which is linearly 

polarized at 45° (a) Experimental result (b) Expected detector output for linear and 

circular polarization of the probe.  
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CHAPTER 8 DOUBLE RAMAN GAIN 

8.1 Double Raman Gain Media 

The basic system we consider for producing the double Raman gain peaks is illustrated 

schematically in Figure 8.1. Here, level |1 > and |2 > are assumed to be long-lived ground 

states, each coupled via electric dipolar transitions to the intermediate state |3 > and |4 >, 

which are assumed to be far apart in energy. Since the energy difference between |1 > and 

|2 > is much less than the thermal energy, (𝑘𝐵𝑇, where 𝑘𝐵 is the Boltzmann constant and 𝑇 

is the temperature) at room temperature, the population in these two levels are roughly equal 

under thermal equilibrium. An optical pumping beam, locked to the |1 >→ |4 > transition, is 

tuned to create a population imbalance between these two states. The effect of this pump is 

modeled as a net decay rate of Γ12 from state |1 > to state |2 >. (Decaying from |4 >→

|2 >  is included implicitly here.) The Raman pumps with frequencies 𝜔𝑝1  and 𝜔𝑝2 

respectively, are applied to the |2 >→ |3 > transition, each being highly detuned in order to 

avoid the effect of spontaneous emission. The Rabi frequencies of these two pumps are Ωp1 and 

Ωp2 respectively. The probe beam, at frequency 𝜔𝑠, is applied to the |1 >→ |3 > transition, 

also highly detuned. We indicate by ℏ𝜔𝑗 the energy of the state |𝑗 >, for 𝑗 = {1,2, 3}. Δp is 

defined as the detuning of the central frequency of the two Raman pump fields, i.e., Δp= 

(𝜔𝑝1 + 𝜔𝑝2)/2 − (𝜔3 − 𝜔2). The frequency difference between the two Raman pumps is 

Δ ≡ 𝜔𝑝2 − 𝜔𝑝1. The detuning of the probe beam is 𝛿 = 𝜔𝑠 − (𝜔3 − 𝜔1). When 𝛿 = ∆𝑝 ±

∆/2, a two-photon transition condition is met. In that case, the Raman probe will experience a 

gain. In the experiment to be described later, we implemented the Λ system with 
85

Rb D1 line, 
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with |1>, |2>, and |3> corresponding to the 5S1/2 F=2, 5S1/2 F=3, and 5P1/2 respectively, and the 

D2 transition is used for optical pumping (i.e., |4 > is the 5P3/2 manifold).  

 

Figure 8.1 The double Raman Gain System. 𝛺𝑠 is the Rabi frequency of Raman probe. 

𝛺𝑝1 and 𝛺𝑝2 are Rabi frequencies of Raman pumps 1 and 2 respectively. 𝛤41 and 𝛤42 

are the decay rates from |4> to |1> and |2> respectively. 

 

Under the electric dipole and rotating wave approximation, the Hamiltonian for the 

system shown in figure 1 can be expressed in the basis of |1 >, |2 >, and |3 >, as 

ℋ = ℏ

[
 
 
 
 ω1 0

1

2
eⅈω𝑠tΩs

0 ω2 (
1

2
eⅈωp1𝑡Ω𝑝1 +

1

2
eⅈωp2𝑡Ωp2)

1

2
e−ⅈω𝑠tΩs (

1

2
e−ⅈωp1𝑡Ω𝑝1 +

1

2
e−ⅈωp2𝑡Ωp2) ω3 ]

 
 
 
 

    (8.1) 

 Here, without loss of generality, we have assumed that the phase of each of three fields is 

zero. The gain experienced by the probe is not affected by the relative phases of these fields, 

since there is no closed loop involved in the interaction [16].  

 As can be seen, the term in the Hamiltonian that represents the coupling between |2 > 

and |3 > contains two different oscillatory terms. As such, there is no transformation that can 

convert this into a fully time-independent form. Thus, we choose arbitrarily to carry out a 
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transformation that eliminates the time dependence for only one of the terms. Specifically, the 

state vector |𝜓 > is transformed to |�̃�⟩ ≡ 𝑄|𝜓⟩, where 𝑄 ≡ eⅈθ1𝑡|1 >< 1| + eⅈθ2𝑡|2 ><

2| + eⅈθ3𝑡|3 >< 3|, and choose θ1 = −ω1, θ2 = −𝛿 −
𝛥

2
+ Δp − ω2, and θ3 = −𝛿 − ω3. 

The effective Hamiltonian for |�̃�⟩ is then given by Ref.16 

ℋ̃ = ℏ

[
 
 
 
 0 0

Ωs

2

0 −
1

2
(2𝛿 + 𝛥 − 2Δp)

1

2
(Ωp1 + eⅈ𝛥𝑡Ωp2)

Ωs

2

1

2
(Ωp1 + e−ⅈ𝛥𝑡Ωp2) −𝛿 ]

 
 
 
 

       (8.2) 

    

 The Liouville’s equation for the density matrix in this basis can be written as 

𝑑�̃�

𝑑𝑡
= −

𝑖

ℏ
(ℋ̃̃�̃� − �̃�ℋ̃̃†) + 𝑀𝑠𝑜𝑢𝑟𝑐𝑒               (8.3) 

Where ℋ̃̃ is a non-Hermitian Hamiltonian introduced for convenience[16], and is given by 

ℋ̃̃ = ℋ̃ − 𝑖
ℏ

2
(Γ1|1̃ >< 1̃| + Γ2|2̃ >< 2̃| + Γ3|3̃ >< 3̃|)       (8.4) 

And 𝑀𝑠𝑜𝑢𝑟𝑐𝑒 accounts for the influx of population into the three states, which is expressed as  

𝑀𝑠𝑜𝑢𝑟𝑐𝑒 = (Γ21�̃�22 + Γ31�̃�33)|1̃ >< 1̃| + (Γ12�̃�11 + Γ32�̃�33)|2̃ >< 2̃| + (Γ13�̃�11 +

Γ23�̃�22)|3̃ >< 3̃|                (8.5) 

Here Γ𝑖 (𝑖 = 1,2,3) is the net decay rate of state |𝑖̃ > , Γ𝑖𝑗 (𝑖, 𝑗 = 1,2,3) is the decay rate from 

level |𝑖̃ > to level |𝑗̃ >, and �̃�𝑖𝑗 ≡< 𝑖̃|�̃�|𝑗̃ >. In formulating  (8.5, we have assumed a closed 

system, i.e., �̃�11 + �̃�22 + �̃�33 = 1. 

 In general, all the decay rates in Eqn.8.4 and 8.5could be non-vanishing. However, for one 

particular system of inherence, we make the following assumptions about these rates. 

Γ3 (= 2𝜋 × 6 × 106𝑠𝑒𝑐−1)  is the radiation decay rate from level |3>, and we assume 



153 

 

Γ31 = Γ32 = Γ3 /2. We also assume that Γ13 = Γ23 = 0. In the absence of optical pumping, 

Γ1 = Γ12 and Γ2 = Γ21 would account for the collisional exchange of populations between 

|1̃ > and |2̃ >, with Γ1 ≅ Γ2 (of the order of a few kHz) since the population of states |1̃ >

 and |2̃ > are roughly equal in thermal equilibrium at the operating temperature. However, the 

effect of the optical pumping via state |4> produced a net decay rate from |1̃ > to |2̃ > that is 

much stronger than these collisional ratios. Thus, we assume that Γ2 = Γ21 = 0 and Γ1 =

Γ12 ≡ Γop, where Γop is the rate of optical pumping.  

 Since some of the coupling terms in the Liouville equation have a periodicity of (2𝜋/Δ), 

the general solution of the density matrix is an infinite sum which includes stationary 

components plus all the harmonies (positive + negative) of Δ 

�̃� = �̃�0 + ∑ (�̃�−ne−ⅈn𝛥𝑡 + �̃�neⅈn𝛥𝑡)∞
𝑛=1          (8.6) 

A characteristic parameter for the strength of the contribution of the n-th order is 𝐾𝑛, defined 

as the sum of the absolute values of all the elements:  

𝐾𝑛 ≡ ∑ ∑ {|�̃�𝑖𝑗
𝑛 | + |�̃�𝑖𝑗

−𝑛|}3
𝑗=1

3
𝑖=1 .              (8.7) 

In general, Kn  for a given n would increase monotonically with increasing pump Rabi 

frequencies. Furthermore, for a fixed set of parameters, Knwould decrease monotonically with 

increasing n. These pattern can be used as a guide in deciding the maximum value of n to keep 

in the summation of Eqn.8.6. Specifically, we will use the convention that  

�̃� = �̃�0 + ∑ (�̃�−ne−ⅈn𝛥𝑡 + �̃�neⅈn𝛥𝑡)𝑀
𝑛=1 , 𝐾𝑀 < 𝜀        (8.8) 

where 𝜀 can be chosen to have a value that is sufficient for the required accuracy. We will use 

a value of 𝜀 = 0.01 in the results presented here.  
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 It should be noted that Eqn.8.8 represents a relation for each element of the density matrix: 

�̃�𝑖𝑗 = �̃�𝑖𝑗
0 + ∑ (�̃�𝑖𝑗

−ne−ⅈn𝛥𝑡 + �̃�𝑖𝑗
neⅈn𝛥𝑡)𝑀

𝑛=1 , 𝑖 = {1,2,3}, 𝑗 = {1,2,3}, 𝐾𝑀 < 𝜀 (8.9) 

 The Liouville Equation (Eqn.8.3), when applied to the density matrix of Eqn.8.8 (or 

equivalently 8.9), represents a set of coupled differential equations involving 9 variables �̃�𝑖𝑗 

subject to the closed system constraints that �̃�11 + �̃�22 + �̃�33 = 1.  If we represent the 9 

variables as a vector 𝐴 (with the elements ordered in any chosen way), then the Liousville 

Equitation can be expressed as �̇� = 𝑀𝐴, where the matrix M is time dependent. As such this 

system does not have a steady state solution, even when the closed system constraint is used.  

 In principle, one can determine the time evolution of 𝐴 via simple numerical integration. 

However, we are interested in the limit where the system reaches a quasi steady state where the 

time evolution involves only the harmonics of 𝛥. In this limit, for all  𝑖, 𝑗, 𝑎𝑛𝑑 𝑛 ≤ 𝑀, the 

elements �̃�𝑖𝑗
0 and �̃�𝑖𝑗

±𝑛 become constants. We can then equate terms with the same temporal 

coefficients in order to derive the values of these elements.  

 To illustrate this process explicitly, consider, for example, the case of M=1, and focus 

arbitrarily on �̃�12. The Liousville Equation implies that 

𝑑�̃�12

𝑑𝑡
= −

1

2
𝛤1�̃�12 −

1

2
𝛤2�̃�12 − ⅈ𝛿�̃�12 −

ⅈ

2
𝛥�̃�12 + ⅈ𝛥𝑝�̃�12 +

ⅈ

2
�̃�13𝛺𝑝1 +

ⅈ

2
e−ⅈ𝑡𝛥�̃�13𝛺𝑝2 −

ⅈ

2
�̃�32𝛺𝑠                  (8.10) 

where ρ̃12 = ρ̃12
0 + ρ̃12

1 𝑒𝑖𝛥𝑡 + ρ̃12
−1𝑒−𝑖𝛥𝑡. In quasi steady state, ρ̃12

0 , ρ̃12
1 , and ρ̃12

−1 are constants. 

As such, the L.H.S. of Eqn.8.10 becomes: 

𝑑�̃�12

𝑑𝑡
= 0 + 𝑖𝛥�̃�12

1 𝑒𝑖𝛥𝑡 − 𝑖𝛥�̃�12
−1𝑒−𝑖𝛥𝑡            (8.11) 

 On the right hand side (R.H.S), we use the relation that �̃�𝑖𝑗 = �̃�𝑖𝑗
0 + �̃�𝑖𝑗

1 𝑒𝑖𝛥𝑡 + �̃�𝑖𝑗
−1𝑒−𝑖𝛥𝑡. 
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Furthermore, we use the closed-system constraint that �̃�11 + �̃�22 + �̃�33 = 1 in order to 

eliminate ρ̃33 everywhere. Now, equating the constant terms between the L.H.S and R.H.S, 

we get 

0 = −
1

2
(�̃�12

0 𝛤1) − ⅈ�̃�12
0 𝛿 + ⅈ𝛥𝑝�̃�12

0 +
ⅈ

2
𝛺𝑝1�̃�13

0 +
ⅈ

2
𝛺𝑝2�̃�13

1 −
1

2
�̃�12

0 𝛤2 −
ⅈ

2
𝛥�̃�12

0 −
ⅈ

2
�̃�32

0 𝛺𝑠

                    (8.12) 

Similarly, equating the coefficients of the 𝑒𝑖𝛥𝑡 terms we get 

ⅈ𝛥�̃�12
1 = −

1

2
(�̃�12

1 𝛤1) − ⅈ𝛿�̃�12
1 + ⅈ𝛥𝑝�̃�12

1 +
ⅈ

2
𝛺𝑝1�̃�13

1 −
1

2
𝛤2�̃�12

1 −
ⅈ

2
𝛥�̃�12

1 −
ⅈ

2
𝛺𝑠�̃�32

1   

(8.13) 

and by equating the coefficients of the 𝑒−𝑖𝛥𝑡 terms we get 

−ⅈ𝛥ρ̃12
−1 = −

1

2
(ρ̃12

−1Γ1) − ⅈ𝛿ρ̃12
−1 + ⅈΔpρ̃12

−1 +
ⅈ

2
ρ̃13

−1Ωp1 +
ⅈ

2
Ωp2ρ̃13

0 −
1

2
Γ2ρ̃12

−1 −
ⅈ

2
𝛥ρ̃12

−1 −

ⅈ

2
ρ̃32

−1Ωs                   (8.14) 

The same process can be used to generate these questions corresponding to each element, ρ̃ⅈj 

of the density matrix. However, because of the closed system constraint, the equations 

resulting from ρ̃33 are redundant. As such, we get 24 different equations, which can be easily 

solved via simple matrix inversion. For a general value of M, we set 8 × (2𝑀 + 1) different 

equations, which can be solved in the same manner.  

 The solution of the density matrix is then used to determine the gain and dispersion 

experienced by the probe beam. To do so, we note first that the probe field can be expressed 

as 

E⃗⃑⃗sⅈgnal = 𝜖̂𝐸0cos (𝑘𝑧 − 𝜔𝑠𝑡)            (8.15) 
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Where the polarization, 𝜖̂, is chosen to be orthogonal to that of the pump, due to the selection 

rules for the Raman transition we have employed experimentally. The polarization density at 

the frequency of the probe can be expressed as (at z=0, for simplicity, without loss of 

generality): 

P⃑⃗⃗s(z=0) = 𝜖0𝜒�⃑⃗�(𝑧=0) =
1

2
𝜖̂𝜖0𝜒𝐸0(e

ⅈ𝜔𝑠𝑡 + e−ⅈ𝜔𝑠𝑡)        (8.16) 

The total polarization density is given by  

P⃑⃗⃗total = −𝑁|𝑒|〈𝑟〉               (8.17) 

Where N is the density of the atoms, |e| is the electron charge (assuming that a single electron 

is responsible for the interaction, valid for alkali atoms), and 𝑟 is the position of the electron 

with respect to the nucleus of the atom.  

The polarization density responsible for the electric susceptibility of the probe, given in 

Eqn8.16, is the component at frequency 𝜔𝑠 of the following quantity: 

P⃑⃗⃗𝜖 = −𝑁|𝑒|〈𝑟𝜖〉𝜖̂ ,  𝑟𝜖 = 𝑟 ∙ 𝜖̂           (8.18) 

We assume that ⟨1|𝑟𝜖|3⟩ = ⟨3|𝑟𝜖|1⟩ ≡ 𝑟13, ⟨2|𝑟𝜖|3⟩ = ⟨3|𝑟𝜖|2⟩ ≡ 𝑟23, and ⟨1|𝑟𝜖|2⟩ =

⟨2|𝑟𝜖|1⟩ ≡ 0. The value of 〈𝑟𝜖〉 is then given by: 

 〈𝑟𝜖〉 = 𝑡𝑟(𝜌𝑟𝜖) = 𝑟13(𝜌13 + 𝜌31) + 𝑟23(𝜌23 + 𝜌32)         (8.19) 

For our system, 𝜌23 & 𝜌32 correspond to oscillation that are at frequencies far away from 

𝜔𝑠. As such, only 𝜌13 & 𝜌31 will contribute to the polarization density in Eqn.8.16. In the 

presence of dual Raman pumps, 𝜌13 & 𝜌31 will have components at 𝜔𝑠, as well as at 
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𝜔𝑠 ± 𝑛Δ . However, only the components of 𝜌13  & 𝜌31  at 𝜔𝑠  will contribute to the 

polarization density of Eqn.8.16. Explicitly, we note that 

𝜌13 = �̃�13𝑒
−𝑖𝜔𝑠𝑡 = �̃�13

0𝑒−𝑖𝜔𝑠𝑡 + ∑ (�̃�13
−𝑛𝑒−𝑖(𝜔𝑠−𝑛𝛥)𝑡 + �̃�13

𝑛𝑒−𝑖(𝜔𝑠+𝑛𝛥)𝑡)𝑀
𝑛=1    

                  (8.20.a) 

𝜌31 = �̃�31e
𝑖𝜔𝑠𝑡 = �̃�31

0e𝑖𝜔𝑠𝑡 + ∑ (�̃�31
−ne−ⅈ(𝜔𝑠−𝑛Δ)𝑡 + �̃�31

ne−ⅈ(𝜔𝑠+𝑛Δ)𝑡)𝑀
𝑛=1    

                   (8.20.b) 

Thus, the parameter 𝜒 in Eqn.8.16 can be expressed as: 

𝜒 = −
2𝑟13�̃�13

0

𝜀0𝐸0
𝑁|𝑒|             (8.21) 

Noting that Ω𝑠 ≡ |𝑒|𝑟13𝐸0/ℏ, we get  

  𝜒 =
2𝑁ℏΩ𝑠

𝜀0𝐸0
2 �̃�13

0               (8.22) 

The gain experienced by the probe can be expressed as G =  e−αL, where α =
1

2
𝑘0𝐼𝑚(𝜒) and 

L is the length of the media. The phase delay experienced by the probe is Φ =
1

2
𝑘0𝑅𝑒(𝜒)𝐿.  

 

Figure 8.2 Illustration of individual Raman gain profiles and effects of light shift. In (a), 

the higher frequency Raman pump is turned off; in (b), the lower frequency Raman pump 
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is turned off. The location of the gain peaks moves with increasing pump power, due to 

light shift (or the ac-Stark shift). The reference line in both plots indicate the positions 

where the gain peak should be without considering light shift. See text for additional 

details. 

 

Before showing the response of the complete system, we illustrate first the effect of each 

Raman pump individually on the gain seen by the probe. In Figure 8.2(a), we show the probe 

gain in the absence of the higher frequency Raman pump. For convenience, we have chosen 

𝑁 = 2.5 × 1016𝑚−3 , 𝐿 = 0.1𝑚 ,  Ω𝑠 = 0.5Γ3 , Γ12 = 0.5Γ3  and 𝑘0 = 8.06 ∗ 106𝑚−1 , 

corresponding to the D2 manifold in Rb. For Ωp1 = 5Γ3, we see a peak gain of ~1.7. As the 

pump strength is increased to 20Γ3, gain is increased to ~9.8. It should be noted that the peak is 

slightly shifted to the right from the two photon resonant condition due to the light shift 

experienced by level 1. This shift becomes more prominent for higher pump power. The 

amount of light shift agrees with the expected value of Ωp1
2 /4𝛿1, where 𝛿1 ≡ (Δ𝑝 − Δ/2) is 

the detuning of this pump. Figure 8.2(b) shows the corresponding plots in the absence of the 

lower frequency Raman pump. The peak gain observed for both cases are the same for the 

same pump power as expected.  
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Figure 8.3 Illustration of the changes in the Raman gain profile while the pump Rabi 

frequencies, kept equal to each other, are increased. 

 

 Next, we consider the case where both pumps are present simultaneously. A typical set of 

probe gain plots are shown in Figure 8.3, as function of probe detuning. We set 𝛥 = Γ3,  𝛥𝑝 =

200𝛤3, 𝛺𝑠 = 0.5𝛤3, N = 2.5 × 1016𝑚−3, L=0.1m, M =7. The figure shows the cases when 

 𝛺𝑝1 = 𝛺𝑝2 = 𝛤3, 2𝛤3, 3𝛤3, 𝑎𝑛𝑑 4𝛤3 respectively. The gain profile shows equal peaks when 

 𝛺𝑝1 = 𝛺𝑝2 = 𝛤3. As the Rabi frequency becomes stronger, the second gain peak becomes 

larger. The imbalance becomes more significant when 𝛺𝑝 are further increased.  

In Figure 8.4, we set 𝛺𝑝1 = 5𝛤3  and change the value of 𝛺𝑝2 , while all the other 

parameters are kept the same as those in Figure 8.3. Plot (a) through (d) show the cases when 

𝛺𝑝2 = 𝛤3, 3𝛤3, 4𝛤3, and 5𝛤3 respectively. It should be noted that the peak corresponding to the 

second pump becomes larger (Figure 8.4(d)) than that corresponding to the first pump when 

𝛺𝑝2 = 𝛺𝑝1.  Figure 8.5 shows the case where all the other parameters are the same as those in 
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Figure 8.4, but 𝛺𝑝2 = 5𝛤3 and 𝛺𝑝1 is increased from 𝛤3 to 5𝛤3. As can be seen, the ratio of 

the peaks of the two gains follows a pattern that is similar to those in Figure 8.4.  

 

Figure 8.4 Illustration of the changes in the gain profile when the second Raman pump 

Rabi frequency is increased, while keeping the first Raman pump Rabi frequency fixed. 

 

We have also verified that this imbalance is reproduced when pumps are detuned below 

resonance. Specifically, the pump that is further detuned from state |3> is more efficient in 

producing gain. Obviously, this exact native of this imbalance depends on the choice of 

parameters, such as the difference detuning 𝛥 , the mean detuning 𝛥𝑝 , and the absolute 

strengths of the pumps. This rather surprising result is due to the complicated interplay between 

the various higher order terms. It shows that the simple model generally used [25] for double 

Raman gain, where the gain spectrum is expressed simply as the sum of two independent 
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Lorentzians, is invalid. Rather, the more comprehensive model presented here must be used in 

determining the actual gain spectrum. 

 

Figure 8.5 Illustration of the change in the gain profile when the first Raman pump Rabi 

frequency is varied, while keeping the second Raman pump Rabi frequency fixed. 

 

Next, we compare the results obtained by the double Raman code with those produced by 

the single Raman pump model, which does not require expansion into many orders, since the 

Hamiltonian after the Q transformation become time independent. The first comparison we 

made is to compare single Raman result with double Raman result by setting one Raman pump 

Rabi frequency to be zero. This is illustrated in Figure 8.6, where we plot both the probe gain 

and the phase delay as function of the probe frequency. Plot (a) shows the result of the single 

Raman model. We set Ωp = 20Γ3, Δp = 199Γ3, Γ12 = 0.5Γ3 , Ωs = 0.5Γ3 , L = 0.1m, and 
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N = 2.5 × 1016𝑚−3. Plot (b) shows the result of single Raman model by setting Δp = 201Γ3 

while keeping all the other parameters the same. Plot (c) shows the result of double Raman 

model by setting Ωp1 = 20Γ3 , Ωp2 = 0, Δ𝑝 = 200Γ3 , Δ = 2Γ3  (recall that the two photo 

transition happens when 𝛿 = ∆𝑝 ± ∆/2), and keep all the other parameters the same as plot (a) 

& (b). Plot (d) shows the result of double Raman model by settingΩp1 = 0, Ωp2 = 20Γ3, and 

keep all the other parameters the same as plot (c) . The plots demonstrate that the single Raman 

code and double Raman code returns the same result when one of the Raman pump Rabi 

frequency is set to be zero in the double Raman code. 

 

Figure 8.6 Comparison between double Raman gain model and single Raman gain 

model by setting one Raman pump Rabi frequency to be zero. The plots show the gain 
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(left axis) and phase delay (right axis) changes as a function of probe detuning 𝛿. Plot 

(a) show the single Raman model with 𝛥𝑝 = 199𝛤3. Plot (b) shows the single Raman 

model with 𝛥𝑝 = 201𝛤3. Plot (c) shows the double Raman model with the second Raman 

pump turned off. Plot (d) shows the double Raman model with the first Raman pump 

turned off. 

 

We also considered the limiting case where 𝛥 → 0, and compared the result with those 

obtained using the single Raman model. As 𝛥 → 0,   (8.22 Eqn.8.22 is no more valid. All 

the harmonics and zero order term are at the same frequency. In this case, we set 𝜒 =

2𝑁ℏΩ𝑠

𝜖0𝐸0
2 [ �̃�13

0 + ∑ (�̃�13
−𝑛𝑒−𝑖𝑛Δ𝑡 + �̃�13

𝑛 𝑒𝑖𝑛Δ𝑡)] 𝑀
𝑛=1 . This is illustrated in Figure 8.7 Comparison 

between double Raman gain model and single Raman gain model by setting 𝛥 to be zero. Plot 

(a) to (g) are generated by the double Raman model with order number of 1,2,3,6,13,20 and 30 

respectively, while plot (h) is generated by the single Raman model with the same parameters. 

In the double Raman model, we setΩp1 = Ωp2 = 20Γ3, Ωs = 0.01Γ3 Δp = 110Γ3 , Δ = 0, 

Γ12 = Γ3, L = 0.1m, N = 2.5 × 1016𝑚−3. Plot (a) – (g) shows the results of double Raman 

simulation by setting M = 1,2,3,6,13,20, and 30 respectively. Plot (h) shows the single Raman 

case, where we keep all the other parameters the same but set Ωp = 40Γ3. Ripples are observed 

on the left side of the phase delay when M is small. As the orders M increases, the ripples 

diminishes and double Raman model shows closer results compared with single Raman model.  
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Figure 8.7 Comparison between double Raman gain model and single Raman gain 

model by setting 𝛥 to be zero. Plot (a) to (g) are generated by the double Raman model 

with order number of 1,2,3,6,13,20 and 30 respectively, while plot (h) is generated by the 

single Raman model with the same parameters.  

 

Effect of velocity averaging  

Next, we consider the effect of velocity distribution, which is important for realizing the 

double Raman gain in a vapor cell. We consider first the case where the two pumps as well as the 

probe are propagating in the same direction. We assume a Maxwell – Boltzmann distribution for 

the velocities of the atoms. The temperature of the cell is assumed to be 373 Kelvin. The specific 
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atom we consider is 
87

Rb. The length of the cell is assumed to be 0.1 m, at a density of 

5 × 1017𝑚−3. 

 

Figure 8.8 Comparison between velocity averaging model and non-averaging model. 

 

Figure 8.8 shows the modification of the gain profile due to the velocity averaging, for 

𝛥 = Γ3, Ω𝑝1 = Ω𝑝2 = 2Γ3, Ω𝑠 = 0.01Γ3,  Δp = 200Γ3, Γ12 = 0.5Γ3, 𝑁 = 5 × 1017𝑚−3, and L 

=0.1m, where we have used only the first order expansion (M=1). Plot (a) shows the gain as a 

function of 𝛿/Γ3. Plot (b) shows the phase delay as a function of 𝛿/Γ3. As can be seen, the 

averaging produces only a small reduction in the gain, is keeping with the well-known 

Doppler-shift insensitivity of co-propagating Raman interaction.  
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Figure 8.9 Comparison between co-propagating and counter-propagating cases. 

 

Next, we consider the case where the two pumps are co-propagating, but the probe is 

propagating in the opposite direction. Physically, it is expected that the efficient gain in this case 

would come only for the zeros velocity band. Therefore, the next gain averaged over the velocity 

profile should be much smaller than that for the co-propagating case. This is indeed found to be 

the case, as shown in Figure 8.9.  
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Figure 8.10 Gain suppressed by increasement of 𝛺𝑠 in Single Raman model. Dashed 

line in plot (d) shows the theoretical value of gain saturation. 

 

We consider next the saturation of the gain as a function of the probe power. Such a 

saturation is important in determining the steady-state property of a laser based on this gain 

profile. First, we consider the case where only a single Raman pump is present. This is illustrated 

in Figure 8.10. Here, we have used Ω𝑝 = 2Γ3, Δ𝑝 = 200Γ3, 𝑁 = 5 × 1017𝑚−3, 𝐿 = 0.1𝑚, 

Γ12 = 0.5Γ3. Figure 8.10. a-c show gain decreasing as the probe Rabi frequency is increased 

from Ω𝑠 = 0.01Γ3  to Ω𝑠 = 100Γ3 . Figure 8.10.d shows the peak gain as a function of 

log (Ω𝑠/Γ3). The vertical line indicates the saturation point which occurs when the Raman 
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coupling rate matches the optical pumping rate Ω𝑠Ω𝑝/(2Δ𝑝) = Γ12 , which correspond to 

Ω𝑠 = 2Γ3. 

 

Figure 8.11 Gain suppressed by increasement of 𝛺𝑠 in double Raman model. Dashed 

line in plot (d) shows the theoretical value of gain saturation. 

 

Next, we show the gain saturation process for the case of double Raman pumps. Here, the 

gain value of most interest for realizing a superluminal laser is the one at the center. The results 

are shown in Figure 8.11, where we have used Ω𝑝1 = Ω𝑝2 = 2Γ3 , Δ = Γ3 , Δ𝑝 = 200Γ3 , 

𝑁 = 5 × 1017𝑚−3, 𝐿 = 0.1𝑚, 𝑀 = 6, and Γ12 = 0.5Γ3. Figure 8.11. a-c show three cases 

where Ω𝑠 is changed from 0.01Γ3 to 100Γ3. Figure 8.11.d shows the center gain as a function 

of Ω𝑠. Again, as expected, the gain saturates when Ω𝑠(Ω𝑝1 + Ω𝑝2)/(2Δ𝑝) = Γ12, as indicated 

by the vertical line. 
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Comparison with experimental data 

 

Figure 8.12  
85

Rb transitions. Plot (a) shows the experiment scheme. Plot(b) is a linear 

absorption spectrum of 
85

Rb and 
87

Rb. The dashed line indicates the frequency of f
p1.

 

 

We used a room-temperature cell of 
85

Rb atom to carry out experimental investigation of 

the double-Raman gain. The transition used are illustrated schematically in Figure 8.12. As 

shown in Figure 8.12-a, the two Raman pumps, at frequencies fP1 and fP2, are tuned slightly 

above the 5S1/2, F=3 → 5P1/2 transition. The frequency difference between these is denoted as 

𝛥 = fp2 – fp1 . The probe beam, at frequency fS, is applied along the 5S1/2, F=2 → 5P1/2 transition. 

The optical pumping is tuned to the 5S1/2, F=2 → 5P3/2 transition. Figure 8.12-b shows the 

selective position of the frequency fP1 with respect to a set of reference transitions in the D1 

(~795nm) manifold, observed using a cell containing a natural mixture of 
87

Rb and 
85

Rb. Here, 

the A and D lines correspond to transition in 
87

Rb, the B line corresponds to the 5S1/2, F=3 → 

5P1/2 transition and the C line corresponds to the 5S1/2, F=2 → 5P1/2 transition in 
85

Rb. As can 

be seen, the frequency fP1 is tuned just above the Doppler profile of the B line. 
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Figure 8.13 shows schematically the experimental setup. A Ti:Sapphire laser is used to 

generate the Raman pumps and the Raman probe. A part of the laser output is split off with a 

non-polarizing beam splitter (NPBS1), and passed through a reference vapor cell (Rb Cell 1). 

The laser frequency was scanned by applying a driving voltage VD = VB + VSAW, where VB is 

a bias voltage, and VSAW is a sawtooth ramp, ranging from -|Vm| to |Vm|. The value of VB 

was adjusted until the frequency of the laser at the zero-crossing point of VSAW was found to 

be just above the 5S1/2, F=3 -> 5P1/2 transition in 
85

Rb (as shown in Figure 8.12.b). The 

sawtooth ramp was then disconnected, thus parking the laser frequency at this point, denoted 

as fP2. The Raman gain profile measurement was periodically interrupted, and the sawtooth 

was re-connected to ensure that the laser frequency remained at the same position. The 

Ti:Sapphire laser was stable enough so that only a minor adjustment of VB was needed over 

the whole experimental period. The laser beam transmitted through NPBS1 was then passed 

through a Half-Wave Plat (HWP), followed by a Polarizing Beam Splitter (PBS1). The angle 

of the HWP was adjusted, as needed, to control the amount of light reflected by PBS1. The 

light transmitted through PBS1 was passed through NPBS2. The light transmitted through 

NPBS2 was passed through an Acousto-Optic Modulator (AOM3), driven by a VCO at 

frequency fAOM3. The value of fAOM3 was set nominally at half the frequency difference 

(~3.034GHz) between the F=2 and F=3 states in the 5S1/2 manifold of 
85

Rb. The light 

upshifted in frequency by fAOM3 was than reflected back and passed through the AOM3 again, 

thus producing light at frequency fS, the Raman probe frequency. The value of fS could be 

scanned across the two photon resonant condition for each Raman pump by tuning the value 

of fAOM3. The field at fS, emerging from AOM3 upon reflection, was then reflected partially 
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by NPBS2, and directed into the primary cell (Rb Cell 2) used for producing the Raman gain.  

 

Figure 8.13 The experimental setup of double Raman Gain. Laser 1 is a Ti-Sapphire 

Laser operating at 795nm. Laser 2 is a Diode Laser with Tapered Amplifier operating at 

780nm. See text for details.  

 

The light reflected by PBS1 was passed through three consecutive beam splitters (NPBS3, 

NPBS4 and NPBS2) and also sent to the primary cell. This served as one of the Raman pumps 

at frequency fP2. Light reflected by NPBS3 was passed through two sequential AOMs (AOM1 

and AOM2), configured so that AOM1 shifted the frequency up by fAOM1, and AOM2 shifted 

the frequency down by fAOM3, thus producing the second Raman pump at frequency fP1. Thus, 

we have 𝛥 = fP1 – fP2 = fAOM1 – fAOM2 . The value of 𝛥 was tuned as necessary by changing 

both fAOM1 and fAOM2. The beam at frequency fP1, emerging from AOM2, was then reflected by 

NPBS4 and then passed through NPBS2, entering the primary cell (Rb Cell 2), while 

co-propagating with the other Raman pump as well as the probe. Note that the two Raman 

pumps have the same (linear) polarization, while the probe polarization is orthogonal to that of 
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the pumps. Upon exiting the primary cell, the beams were passed through another PBS (PBS2) 

thus separating the probe from the pumps. The transmitted probe power was monitored with a 

photodetector.  

 The beam necessary for the optical pumping, at frequency fOP, was generated from a 

different laser system: a diode laser combined with a tapered amplifier. A part of the light from 

this laser was reflected by a beam-splitter (NPBS5), and passed through another reference Rb 

cell (Rb cell 3). The same technique as described above was used to ensure that this laser 

remained resonant with the 5S1/2, F=2 -> 5P3/2 transition in 
85

Rb. The light passing through 

NPBS5 was then reflected by PBS2 into the primary cell. 

The Solid line in Figure 8.14 shows a typical experimental result obtained with this setup. 

The vertical axis shows the gain experienced by the probe. The horizontal axis is the 

frequency of the probe, expressed in term of 𝛿/Γ3, where Δp is the mean detuning of the 

two Raman pumps (see Figure 8.12.a), 𝛿 is the detuning of the Raman probe, and Γ3 is the 

radiative linewidth of the intermediate state, which is ~2𝜋 ∗ 6 ∗ 106sec−1. For this data, we 

have Δp/Γ3~200 andΔ/Γ3 = 1.365. The cell was heated to ~90℃, corresponding to a density 

of ~2*10
16

m
-3

[95].The power in the first Raman (lower frequency) pump was 48.4mW, and 

that in the second Raman pump was 12.9mW. The power in the probe beam was 150𝜇𝑊. The 

diameter of the probe was about the same as that of the first Raman pump (𝑑𝑝𝑢𝑚𝑝1/𝑑𝑝𝑟𝑜𝑏𝑒 ≅

1), while the diameter of the second Raman pump was somewhat bigger (𝑑𝑝𝑢𝑚𝑝1/𝑑𝑝𝑢𝑚𝑝2 ≅

0.75). 
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Figure 8.14 Experimental data vs simulation results. See text for details. 

 

The dashed line in Figure 8.14 shows the result of the simulation, corresponding to this 

data. Here, we increased the value of M until a stable result was obtained for 𝑀 ≥ 7. The 

plot shown corresponds to M=7. For the simulation, we have used the pump and probe 

powers listed above, and used the same ratios for the beam diameter shown above. However, 

the actual size of the diameter for the first Raman pump was used as a fitting parameter. This 

was necessary became the absolute calibration of the beam profile used to measure the beam 

diameters was somewhat inaccurate. A value of 𝑑𝑝𝑢𝑚𝑝𝑠 ≅ 1.4𝑚𝑚 produced the plot shown 

here. We also assumed that the transition strength for each leg of the Raman transition is the 

same, with a saturation intensity that is 1.5 times larger than that for the strongest (cycling) 

transition in the D2-manifold of 
85

Rb (i.e., the F=3, 𝑚𝐹 → 𝐹′ = 4,𝑚𝐹 = 4 transition). This 

is an approximation based on considering all different Zeeman sublevels that actually 



174 

 

contribute to the Raman transition for the cross linear polarization used. A more accurate 

calculation would have to keep track of all the Zeeman sublevels explicitly, and will be 

carried out in the near future. Similarly, we have used an approximated value of Γ12 ≅

0.35Γ3, while the maximum possible value of this rate is ~ 0.5Γ3. The peak value of the gain 

for the simulation was found to be ~2.4. However, the peak value of the gain observed 

experimentally was somewhat uncertain due to some imprecision in the measurement of the 

amplified and unamplified probe power. 

8.2 Subluminal Laser 

In our proposed system for an SLL, as summarized in Figure 8.15, the gain spectrum 

consists of two parts: a narrow gain peak added on top of a broad gain spectrum. We use Rb 

vapor as a specific example of a medium that can be used to realize this. The broad gain is 

provided by the same mechanism as is used for realizing the conventional DPAL (Diode 

Pumped Alkali Laser) [96,97,98,99,100,101]. A spectrally broad pump is applied on the D2 

line in a cell filled with a high pressure (~1 atm or more) of Ethane or 
4
He. Rapid relaxation 

(induced by the buffer gas) of atoms from the P3/2 to the P1/2 manifold thus leads to gain on 

the D1 line, with a spectral width as much as 5 GHz for a buffer gas pressure of 1 atm, and 

much larger with higher buffer gas pressures. DPALs with output powers of close to 50 watt 

[98] have been reported in the literature. The gain peak is provided by adding to the cavity a 

second Rb cell, without any buffer. An optical pumping beam is applied to this cell to 

produce a Raman population inversion between the two hyperfine levels in the ground state 

(|1⟩ and |2⟩ in Figure 8.15.b. A piece of the linearly polarized output of the laser, at 
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frequency f1, is rotated in polarization by 90°, and shifted in frequency (by an acousto-optical 

modulator, AOM-1) by an amount that matches the ground state hyperfine splitting in Rb 

(~3.034 GHz for 
85

Rb, for example) to produce the Raman probe beam (at frequency f2), 

which is applied to the second cell, by using a polarizing beam splitter (PBS), and then 

ejected from the lasing cavity by another PBS. Depending on the transition used for the 

optical pumping, this beam produces either a dip or a peak in the gain spectrum for the lasing 

field, with a width that can be as narrow as a few hundred KHz. When a gain dip is produced, 

the system becomes a superluminal laser under a carefully tuned set of parameters that 

produces 𝑛𝑔 ≅ 0 [20]. When a gain peak is produced, the system becomes an SLL, with the 

enhancement in stability given by the value of ng corresponding to the gain peak, which can 

be as high as 10
5
.  

  

(a) (b) 

Figure 8.15 (a) Schematic of the configuration for a subluminal laser and (b) Raman 

transitions. 
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It should be noted that in order for the lasing mode to experience a peak (or dip) in the 

gain, it is necessary for the frequency of the Raman probe beam to remain fixed at an 

absolute value. To accomplish this, a piece of the Raman probe beam is shifted in frequency 

by another AOM (AOM-2) to a value (f3) that becomes resonant with an atomic transition 

(the |2⟩  ↔ |3⟩ transition, for example). The beam at frequency f3 is sent through a reference 

cell (e.g., a saturated absorption cell), and a feedback generated from the resonance observed 

in this cell is applied to the voltage controlled oscillator (VCO-1) that determines the 

frequency of AMO-1. Thus, if the frequency (f1) of the laser moves (e.g., due to a change in 

the cavity length), the frequency output of VCO-1 is automatically adjusted to ensure that f2 

remains resonant, and thereby f1 remains fixed, assuming that the frequency of the VCO 

(VCO-2) used for AOM-2 remains stable. If a frequency synthesizer is used instead of a VCO 

for AOM-2, it is possible to keep the frequency of AOM-2 (i.e., (f2-f3)) very stable. However, 

for Rb, Raman probe can be locked to a transition in 
87

Rb without shifting its frequency, 

which means that AOM-2 is not necessary in this approach. For example, the short term 

fractional frequency stability of an oven-controlled crystal oscillator can be ~10−12/√𝜏, 

where τ is the observation time (in unit of second). Long term stability can be provided by 

referencing this oscillator to an atomic clock, for example. We should note that a similar 

scheme can also be employed to increase the stability of a Raman laser, by locking a 

frequency-shifted piece of the Raman pump to an atomic transition.  

 We first consider a model of an SLL with idealized gain media, which can be analyzed 

easily through the semi-classical equation of motion for a single model laser [102]. Inside the 

laser cavity, the phase and the amplitude of the field, assumed to be in single mode, are 
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described by the following equations [102]:  

 𝜐 + �̇� = 𝛺𝑐 −
𝜒′

2
𝜐,              (8.23) 

  �̇� = −
𝜐𝐸

2𝑄
−

𝜒′′𝐸

2
𝜐,              (8.24) 

where 𝜐 is the lasing frequency; 𝜑 and E are the phase and the amplitude of the lasing 

field, respectively; Ωc is the resonant frequency of the cavity without any medium, which is 

given by 2πmc/L where L is the cavity length; 𝑄 is the quality factor of the cavity; and χ' and 

χ'' are the real and imaginary part of the susceptibility of the gain medium, respectively. 

Suppose v0 is the frequency around which χ'' is symmetric. We then define as L0 the length of 

the cavity for which 𝛺𝑐 = 𝑣0. In this model, while L varies around L0, 𝛺𝑐 will derivate from 

v0.  

For convenience, we define the parameters: Δ ≡ 𝛺𝑐 − 𝜐0, 𝛿 ≡ 𝜐 − 𝜐0. The derivatives 

dΔ/dL and dδ/dL characterize the resonant frequency shifts produced from a perturbation of L 

in the empty and filled cavity, respectively. The ratio between the two derivatives, 𝑅 ≡

(𝑑𝛿/𝑑𝐿)/(𝑑𝛥/𝑑𝐿), determines whether the amount of the frequency shift is enhanced (R>1) 

or suppressed (R<1) by the intracavity medium. To derive an explicit expression for R, we 

first solve Eqn.8.23 in steady state. After subtracting v0 from both sides, differentiating with 

respect to L, and applying 𝑑𝑣 = 𝑑𝛿 , we get 𝑑𝛿/𝑑𝐿 + 𝜒′/2(𝑑𝛿/𝑑𝐿) + 𝑣/2(𝑑𝜒′/𝑑𝐿) =

𝑑𝛥/𝑑𝐿. By substituting 𝑑𝜒′/𝑑𝐿 by (𝑑𝜒′/𝑑𝛿)(𝑑𝛿/𝑑𝐿), R can be expressed as:  

  𝑅 = 1 (1 +
𝜒′

2
+

𝑣

2

𝑑𝜒′

𝑑𝑣
)⁄ .             (8.25) 

Let us consider the case in which the cavity contains a medium with a narrow absorption 

as well as a medium with a broad gain. For simplicity we assume that the media overlap each 
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other, and fill the whole cavity. This configuration creates a net gain profile with a dip in the 

center. The imaginary part of the susceptibility  can then be written as:  

 𝜒′′ = −
𝐺𝑒𝛤𝑒

2

2𝛺𝑒
2+𝛤𝑒

2+4(𝜈−𝜈0)2
−

𝐺𝑖𝛤𝑖
2

2𝛺𝑖
2+𝛤𝑖

2+4(𝜈−𝜈0)2
,        (8.26) 

where the subscripts e and i refer to the envelop gain profile and the narrow gain profile, 

respectively; Gk presents the gain parameter (k=i, e), which is defined as 𝐺𝑘 ≡ ℏ𝑁𝑘𝜉𝑘/𝜀0, 

where Nk is the density of the quantum systems for the medium, ξk is defined as 𝜉𝑘 ≡

℘𝑘
2/(ℏ2𝛤𝑘) using the Wigner-Weisskopf model [103] for spontaneous emission, and ε0 is the 

permittivity of free space and ℘𝑘 is the dipole momentum. Here, 𝛤𝑘 presents the linewidth, 

𝛺𝑘 is the Rabi frequency, and 𝜈 is the lasing frequency. Then, applying the modified 

Kramers-Kronig relation [104,105,106], the real part of the susceptibility can be expressed 

as:  

  𝜒′ =
2𝐺𝑒(𝜈−𝜈0)𝛤𝑒

2𝛺𝑒
2+𝛤𝑒

2+4(𝜈−𝜈0)2
+

2𝐺𝑖(𝜈−𝜈0)𝛤𝑖

2𝛺𝑖
2+𝛤𝑖

2+4(𝜈−𝜈0)2
.         (8.27) 

We fist consider a conventional, homogeneously broadened gain medium, i.e., Gi = 0. 

From Eqn.8.26 and 8.27, χ' and χ'' are then simply related to each other as 𝜒′/𝜒′′ =

−2(𝜈 − 𝜈0)/𝛤𝑒 . Under steady state lasing condition, 𝜒′′ = −1/𝑄, which leads to 𝜒′ =

−2(𝜈 − 𝜈0)/(𝑄𝛤𝑒) . As shown in this expression, χ' is a linear function of v, and 

antisymmetric around v0. Noting that 𝑄 = 𝜈0/𝛤𝑐, where Γc is the linewidth of the empty 

cavity, we find that 𝑅 = 1/𝑛𝑔 , where 𝑛𝑔 = 1 + 𝛤𝑐/𝛤𝑒 . Since 𝑛𝑔 > 1, the sensitivity is 

suppressed by a conventional gain medium when compared to an empty cavity. In a typical 

laser, 𝛤𝑐/𝛤𝑒 is very small, so that this reduction is rather insignificant. 
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(a) (b) 

Figure 8.16 Gain profile based on the analytical model for an idealized SLL: (a) overall 

gain spectrum and (b) Raman gain. 

 

For the case of a conventional laser medium discussed above, it was easy to determine the 

value of  due to the simple ratio between and . In particular, this ratio does not depend 

on the laser intensity. However, for the SLL (i.e. Gi  0), the two terms in  are highly 

dissimilar (as shown in Figure 8.16), i.e., the amplitude and the linewidth of the narrow gain 

peak are significantly different from that of the envelop profile. Therefore, it is no longer 

possible to find a ratio between  and  that is independent of the laser intensity. Thus, in 

this case, it is necessary to determine first the manner in which the laser intensity depends on 

all the parameters, including v. We define 𝐼 ≡ |𝐸|2  so that 𝛺𝑘
2 ≡ 𝛤𝑘𝐼𝜉𝑘 . Therefore, 

Eqn.8.26 and 8.27 become: 

𝜒′′ = −
𝐺𝑒𝛤𝑒

2

2𝛤𝑒𝜉𝑒𝐼+𝛤𝑒
2+4(𝜈−𝜈0)2

−
𝐺𝑖𝛤𝑖

2

2𝛤𝑖𝜉𝑖𝐼+𝛤𝑖
2+4(𝜈−𝜈0)2

,       (8.28) 

𝜒′ =
2𝐺𝑒(𝜈−𝜈0)𝛤𝑒

2𝛤𝑒𝜉𝑒𝐼+𝛤𝑒
2+4(𝜈−𝜈0)2

+
2𝐺𝑖(𝜈−𝜈0)𝛤𝑖

2𝛤𝑖𝜉𝑖𝐼+𝛤𝑖
2+4(𝜈−𝜈0)2

.       (8.29) 
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Figure 8.17 Real part of the susceptibility of the model for idealized SLL after lasing. 

 

  

(a) (b) 

Figure 8.18 Relationship between cavity length and lasing detuning for the idealized SLL 

for (a) extremely high stability enhancement and (b) relatively low stability enhancement. 
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(a) (b) 

Figure 8.19 Laser output intensity as a function of (a) length change and (b) laser 

frequency. The inset in plot (a) shows a blown up view of the multiple values of the 

intensity over a small vertical range. 

 

Parameters Value 

𝛤𝑒 2𝜋 × 5 × 108 𝑠−1 

𝛤𝑖 2𝜋 × 102 𝑠−1 

𝑣0 2𝜋 × 3.8 × 1014 𝑠−1 

𝑁𝑒 1 × 106 

𝑁𝑖 1 × 1014 

𝑄 1.5 × 107 

𝑚 1282051 

𝐿0 0.99999978 𝑚 

𝐺𝑒 6.667 × 10−7 

𝐺𝑖 6.667 × 10−3 

Table 8.1 Parameters used in the analytical model. 

 

By setting Eqn.8.28 equal to 1/Q, we get 𝑎𝐼2 + 𝑏𝐼 + 𝑐 ≡ 0, where a, b, and c are 

functions of various parameters. We keep the solution that is positive over the lasing 

bandwidth: 𝐼 = (−𝑏 + √𝑏2 − 4𝑎𝑐)/(2𝑎). Substituting this solution for I to evaluate 𝛺𝑖
2
and 

𝛺𝑒
2
 in Eqn.8.29, we get an analytic expression for , which is plotted in Figure 8.31. We 
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note next that the steady state solution of Eqn.8.23 implies that 𝐿 = (2𝜋𝑚𝑐/𝑣)/(1 + 𝜒′/2). 

Using this expression, we can thus plot L as a function of v, as shown in Figure 8.18. All the 

parameters used for generating Figure 8.16, Figure 8.17, Figure 8.18.a, and Figure 8.19 are 

listed in Table 8.1. 

The condition used in generating Figure 8.18.a corresponds to a group index of 

𝑛𝑔(𝜐 = 𝜐0)~2.3 × 105 , as noted earlier the factor by which frequency fluctuation is 

suppressed in an SLL is given by this value. As such, the conditions used here correspond to 

a highly stable SLL.  

It should be noted, however, that when the cavity length changes sufficiently from its 

quiescent value of 𝐿0, e.g.: 𝐿 − 𝐿0 = 0.5 × 10−5𝑚, corresponding to the dashed vertical 

line in Figure 8.18.a, there are multiple solutions of the laser frequency for a given length. In 

order to understand what this implies, we consider first a different set of parameters for which 

𝑛𝑔 is much smaller (𝑛𝑔(𝜐 = 𝜐0)~160), and the corresponding plot of frequency versus 

length is shown in Figure 8.18.b. This figure can be divided into three regions. In region 1 

and 3, there exists only one solution. But in region 2, the laser equations have two or three 

solutions, i.e. for a specific cavity length, there are multiple potential lasing frequencies. 

However, the compound gain medium to be used for realizing the SLL is homogeneously 

broadened, as discussed in detail later in this paper. As such, mode competition is likely to 

ensure that only one of these solutions will survive in steady state. A detailed calculation 

involving nearly-degenerate multiple modes and the gain competition between these modes is 

needed to determine the exact behavior of the SLL in this region, and will be carried out in 

the near future, using the practical example we describe in the next section. Nonetheless, we 
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can understand the behavior of the laser over a limited range of length changes. Assume, for 

example, that the cavity length is 𝐿0 before the gain is activated. In this case, the SLL will 

lase at 𝜐 = 𝜐0, corresponding to the point O in Figure 8.18.b. If ∆𝐿 now stays small enough 

so that the SLL stays within zone 1, the SLL will move along the line AOA’. If ∆𝐿 is large 

enough, but still smaller than |𝑂𝐵| = |𝑂𝐵′|, the SLL will stay on the BAOA’B’ line, since 

the gain in the two other possible modes (within zone 2) will be highly suppressed, given the 

fact that the SLL is already lasing in the primary mode. Similarly, if ∆𝐿 is large enough so 

that the SLL moves to zone 3, it will jump to the unique frequency corresponding to that zone. 

The only concern would be when the value of ∆𝐿 is such that the SLL reaches point C or C’. 

In that case, it is not clear whether its frequency will follow the CA line or the CD line when 

∆𝐿 is reduced. As stated above, this question can only be answered by a study of the 

temporal dynamics of the cavity field. Thus, if the SLL is operated in such a manner that ∆𝐿 

remains less than |𝑂𝐶| = |𝑂𝐶′|, it will operate in the stable mode, which will experience the 

enhanced stability in frequency. In what follows, we will refer to this range as the primary 

mode zone, and the stable mode as the primary mode.  

In Figure 8.19.a we plot the output intensity of the laser as a function of the cavity length, 

for the parameters used in producing Figure 8.18.b. As can be seen, the intensity has a unique 

value for some ranges of the cavity length, but has multiple possible values over the ranges for 

which the frequency also has multiple values (see Figure 8.18.b). Again, for our current model, 

it is not clear as to what the actual value of the intensity would be, and this issue can only be 

resolved by studying the temporal dynamics, as noted above.  

In Figure 8.19.b, we show the output intensity as a function of the laser frequency. This plot 
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is generated by combining the information presented in Figure 8.18 and Figure 8.19.a. As can 

be seen, there is a one-to-one correspondence between the intensity and the frequency, for all 

values of the cavity length. In Figure 8.20.a, we show the laser frequency versus the cavity 

length for the primary mode, corresponding to the parameters used in Figure 8.18.a. The 

resulting enhancement in stability is shown in Figure 8.20.b. As can be seen, the stability of the 

SLL can be ~105 times higher than that of a conventional laser when operating near the center 

frequency.  

  

(a) (b) 

Figure 8.20 Desired region of operation for the idealized SLL: (a) laser detuning vs. 

length change and (b) enhanced stability of the SLL. 

 

8.2.1 Theoretical model of an actual SLL 

The gain spectrum we have considered so far is, of course, only an ideal one. The 

behavior of a real system would certainly deviate from such a model. Here, we consider an 

atomic system that can be tailored to produce a gain spectrum that is very similar to the ideal 
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one presented above, and determine the expected behavior of an SLL potentially realizable 

using such a system.  

The broad gain profile can be realized using an alkali vapor cell, containing both naturally 

occurring isotopes of Rb (
87

Rb and 
85

Rb), in the presence of a high pressure buffer gas of 

Ethane. Such a gain medium has recently been used to make the so called DPAL (diode 

pumped alkali laser). It has also been used recently by us to demonstrate a high-speed optical 

modulator [107]. The narrow gain profile can be realized using a separate vapor cell, placed 

in series, containing only 
85

Rb, configured for Raman gain.  

In this case we find the dispersion and absorption of the media by solving the density 

matrix equations in steady state. Specifically, we employ the Liouville equation, which 

describes the evolution of the density matrix:  

𝜕

𝜕𝑡
�̃� = −

𝑖

ℏ
[�̃̃�, �̃�] +

𝜕�̃�

𝜕𝑡𝑠𝑜𝑢𝑟𝑐𝑒
+

𝜕�̃�

𝜕𝑡𝑑𝑒𝑝ℎ𝑎𝑠𝑖𝑛𝑔
        (8.30) 

where, �̃�  is the density matrix in the rotating wave basis, �̃̃�  is the modified time 

independent Hamiltonian under rotating wave approximations (RWA) augmented by adding 

complex terms to its diagonal elements in order to represent decays of atomic levels, �̃�𝑠𝑜𝑢𝑟𝑐𝑒 

represents the influx of atoms into a state due to decay from another state, and �̃�𝑑𝑒𝑝ℎ𝑎𝑠𝑖𝑛𝑔 

accounts for the dephasing between states induced by the buffer gas [16]. Given the different 

configuration and parameters used for the two cells, it is necessary to solve the Liouville 

equation separately for each cell.   

For the cell that produces the DPAL-type gain, we use a laser beam tuned to the D2 

transition of Rb as the optical pump. The specific parameters, including the frequency of this 
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pump, are specified later in this section. This pump couples atoms from both hyperfine levels 

in the 5S1/2 states to the 5P3/2 manifold. The presence of a high pressure buffer gas (~0.5 atm 

of Ethane) causes rapid dephasing of the coherence corresponding to the 5S1/2, F=1 - 5P3/2 

transition as well as the coherence corresponding to the 5S1/2, F=2 - 5P3/2 transition, thus 

producing a homogeneous broadening of each of these transitions by ~7GHz (for 0.5 atm 

pressure of Ethane). Furthermore, the buffer gas causes the atom in the 5P3/2 manifold to 

decay rapidly to the 5P1/2 manifold, at a rate that is much faster than the radiative decay rate 

for the atoms in the 5P1/2 manifold. As a result, a population inversion is created between the 

5P1/2 manifold and the 5S1/2 manifold. This inversion provides the broad band gain profile.  

  

(a) (b) 

Figure 8.21 Transitions in the broad gain model for (a) 
85

Rb and (b) 
87

Rb. 

 

The homogeneous broadening induced by the buffer gas is significantly larger than the 

hyperfine splittings within the 5P1/2 and the 5P3/2 manifolds. However, it is of the order of the 

hyperfine splitting in the 5S1/2 manifold. Thus, we treat the 5P1/2 and 5P3/2 manifolds as single 
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energy levels, but keep track of the two hyperfine levels inside the 5S1/2 manifolds separately. 

Therefore, we have a four level system, as shown in Figure 8.21. Plot (a) shows the system 

for 
85

Rb. Here |1⟩ is the 5S1/2, F=2 state, |2⟩ is the 5S1/2, F=3 state, |3⟩ is the 5P1/2 

manifold, and |4⟩ is the 5P3/2 manifold. The corresponding system for 
87

Rb is shown in plot 

(b), where |1⟩ is the 5S1/2, F=1 state, |2⟩ is the 5S1/2, F=2 state, |3⟩ is the 5P1/2 manifold, 

and |4⟩ is the 5P3/2 manifold. In our model, we consider a cell that contains a natural mixture 

(72.16% of 
85

Rb, 27.84% of 
87

Rb) of both stable isotopes of Rubidium. We compute the gain 

produced by each isotope separately, and add the weighted sum to find the net gain. In doing 

so, we keep track of the differences in the absolute frequencies of the transitions in these two 

isotopes. For each isotope of Rb, we assume that the pump beam excites both the |1⟩ − |4⟩ 

and the |2⟩ − |4⟩ transitions. We assume the transition strengths (i.e. the Rabi frequencies) 

to be the same, for both transitions, for simplicity.  

  

(a) (b) 

Figure 8.22 In the broad gain model: (a) population decay rates and (b) additional 

dephasing of coherence due to collisions. 
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A more accurate calculation would require taking into account the hyperfine levels within 

the 5P3/2 manifold, as well as the Zeeman sublevels within each hyperfine states, and the 

various dipole-moment matrix elements among them [16]. Such a calculation will be carried 

out and reported in the near future. Similarly, for each isotope of Rb, we assume that the 

probe beam excites both the |1⟩ − |3⟩ and the |2⟩ − |3⟩ transitions, with equal transition 

strengths. Other potential issues in a DPAL, such as non-Lorentzian behavior and bleaching 

of the pump transition are not taken into account in our model. [108,109] 

The relevant decay and dephasing rates are illustrated schematically in Figure 8.22. In 

plot (a), we show only the rates of population decays, due to radiative as well as non-radiative 

(i.e. collisional) processes. Specifically, 𝛤𝑟3 and 𝛤𝑟4 are the radiative population decay rates 

which are the inverses of the radiative lifetimes 27.7 ns and 26.24 ns [95,87], respectively. 

Thus, 𝛤𝑟3 = 36.1 × 106 𝑠𝑒𝑐−1 , and 𝛤𝑟4 = 38.1 × 106 𝑠𝑒𝑐−1 . For simplicity, we again 

assume that the decay rate of atoms from |4⟩ to |1⟩ is the same as that of atoms from |4⟩ 

to |2⟩, given by 𝛤𝑟4/2. As noted earlier, use of a more accurate branching ratio would 

require taking into account the dipole-moment matrix elements coupling all the Zeeman 

sublevels. A detailed calculation of this type would be carried out and reported in the near 

future. Similarly, we assume that the decay rates to |1⟩ and |2⟩ from state |3⟩ are the same, 

given by 𝛤𝑟3/2. The collisional decay rate, 𝛤43, at a temperature of ~100 °C, is known to be 

~1.41 × 107 𝑠𝑒𝑐−1/𝑇𝑜𝑟𝑟. For a buffer gas pressure of 0.5 atm (~380 Torr) assumed here, 

we thus have 𝛤43 ≃ 5.36 × 109 𝑠𝑒𝑐−1. The value of 𝛤34 is determined by assuming thermal 

equilibrium, obeying the Boltzmann relation. Give that the number of Zeeman sublevels in 
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the 5P3/2 manifold is twice as large as the number of Zeeman sublevels in the 5P1/2 manifold, 

for both isotopes, we have:  

𝛤34

𝛤43
= 2𝑒𝑥𝑝 (−

∆𝐸43

𝑘𝐵𝑇
),              (8.31) 

where ∆𝐸43 is the energy difference between states |4⟩ and |3⟩, T is the temperature in 

Kelvin, and  𝑘𝐵 is the Boltzmann constant. Given that ∆𝐸43 is approximately the same in 

both 
85

Rb and 
87

Rb, we get that 𝛤34 ≃ 4.27 × 109 𝑠𝑒𝑐−1. Similarly, the decay rates 𝛤12 and 

𝛤21 are related to each other as:  

𝛤12

𝛤21
=

5

3
𝑒𝑥𝑝 (−

∆𝐸21

𝑘𝐵𝑇
),             (8.32) 

where, for both isotopes, the ratio of the number of Zeeman sublevels in levels |2⟩ and |1⟩ 

is 5/3, and ∆𝐸21 is the energy difference between levels |2⟩ and |1⟩. Since 𝑘𝐵𝑇 ≫ ∆𝐸21 

for both isotopes, we get that 𝛤12 ≃ 1.67𝛤21. In the absence of buffer gas, the value of 

(𝛤21/2𝜋) is ~1 𝑀𝐻𝑧. The exact effect of the high pressure buffer gas (such as Ethane used 

to produce DPAL type gain) on this rate has, to the best of our knowledge, not yet been 

studied, experimentally or theoretically. We assume this effect to be small, and choose 

𝛤21 ≃ 2𝜋 × 106 𝑠𝑒𝑐−1 , so that 𝛤12 ≃ 2𝜋 × 1.6 × 106 𝑠𝑒𝑐−1 . These decay terms also 

contribute to dephasing of the coherence among these states. Specifically, if a state |𝑖⟩ has a 

net population decay rate of 𝛾𝑖, and state |𝑗⟩ has a net population decay rate of 𝛾𝑗, then the 

�̃�𝑖𝑗 coherence decays at the rate of 
1

2
(𝛾𝑖 + 𝛾𝑗). As mentioned above, the population decay 

rates, as well as the dephasing due to these decays, are taken into account by adding a term 

−𝑖ℏ𝛾𝑗/2 to the j-th diagonal element of the Hamiltonian. The influxes of atoms into various 

states, on the other hand, are taken into account by the second term in Eqn.8.30.  
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The coherence between two states can undergo additional dephasing due to collisions 

with the high pressure buffer gas. These buffer-gas-induced (BGI) dephasing rates are 

illustrated in Figure 8.22.b, and are accounted for by the third term in Eqn.8.30. The BGI 

dephasing rates of �̃�13, �̃�23, �̃�14, and �̃�24 are nearly equal to one another, denoted as 𝛤𝑑. 

The value of 𝛤𝑑 is known [110] to be ~2𝜋 × 2 × 107 𝑠𝑒𝑐−1/𝑇𝑜𝑟𝑟, when Ethane is used as 

a buffer gas. Thus, for a buffer gas pressure of 0.5 atm (~380 Torr) assumed here, we get 

𝛤𝑑 ≃ 2𝜋 × 7.6 × 109 𝑠𝑒𝑐−1. On the other hand, the BGI dephasing rates of �̃�34 and �̃�12 for 

high pressure buffer gases have not been investigated theoretically or experimentally. 

However, based on the physical processes involved in producing the BGI dephasing of the 

optical coherences (i.e. �̃�13, �̃�23, �̃�14, and �̃�24), it is reasonable to assume that these rates 

are comparable to 𝛤𝑑. Specifically, we write the BGI dephasing rate of �̃�12 (�̃�34) as 𝛼𝛤𝑑 

(𝛽𝛤𝑑), where 𝛼 and 𝛽 are parameters with values of the order of unity. Since the amount of 

�̃�12 or �̃�34 coherence produced by the probe is expected to depend very weakly on the 

actual value of 𝛼 and 𝛽, as we will show later. Based on these findings, we will use 

𝛼 = 𝛽 ≃ 1 for our model.  

The modified time independent Hamiltonian under RWA augmented by adding complex 

terms to its diagonal elements of 
85

Rb and 
87

Rb can be written as:  

2�̃̃�𝑘

ℏ
= (−𝑖𝛤12)|1⟩⟨1| + (2𝜔𝑘 − 𝑖𝛤21)|2⟩⟨2| + [−2𝛿𝑠 − 𝑖(𝛤𝑟3 + 𝛤34)]|3⟩⟨3|  + [−2𝛿𝑝 −

𝑖(𝛤𝑟4 + 𝛤43)]|4⟩⟨4| + {[𝛺𝑠|1⟩⟨3| + 𝛺𝑝|1⟩⟨4| + 𝛺𝑠|2⟩⟨3| + 𝛺𝑝|2⟩⟨4|] + ℎ. 𝑐. },   

      (8.33) 
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where the subscript k refers to 
85

Rb or 
87

Rb; 𝛺𝑠 and 𝛺𝑝 are the Rabi frequencies of the 

signal field and the optical pump field, respectively; 𝛿𝑠 is the detuning of the signal field 

with respect to the |1⟩ − |3⟩ transition; 𝛿𝑝 is the detuning of the pump field with respect to 

the |1⟩ − |4⟩ transition; and 𝜔𝑘 is the energy difference between levels |2⟩ and |1⟩ with 

the different values for the two isotopes. The influx of atoms into various states is:  

𝜕�̃�

𝜕𝑡 𝑠𝑜𝑢𝑟𝑐𝑒
= (𝛤21�̃�22 + 𝛤𝑟3�̃�33/2 + 𝛤𝑟4�̃�44/2)|1⟩⟨1| + (𝛤12�̃�11 + 𝛤𝑟3�̃�33/2 + 𝛤𝑟4�̃�44/

2)|2⟩⟨2| + 𝛤43�̃�44|3⟩⟨3| + 𝛤34�̃�33|4⟩⟨4|,      (8.34) 

And the matrix which describes the BGI dephasing is: 

𝜕�̃�

𝜕𝑡𝑑𝑒𝑝ℎ𝑎𝑠𝑖𝑛𝑔
= −[𝛼𝛤𝑑�̃�12|1⟩⟨2| + 𝛤𝑑�̃�13|1⟩⟨3| + 𝛤𝑑�̃�14|1⟩⟨4| + 𝛤𝑑�̃�23|2⟩⟨3| +

𝛤𝑑�̃�24|2⟩⟨4| + 𝛽𝛤𝑑�̃�24|3⟩⟨4| + ℎ. 𝑐. ].      (8.35) 

A typical gain spectrum of the DPAL with 
85

Rb, 
87

Rb, and Ethane buffer gas is shown in 

Figure 8.23. The parameters used in the calculation, such as cell length, temperature, buffer 

gas pressure, etc., are listed in Table 8.2.  

 

Figure 8.23 A typical spectrum of the gain in the DPAL with Ethane as the buffer gas. 
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(a) (b) 

  

(c) (d) 

Figure 8.24 (a) The solid line shows the peak value of single-pass amplitude gain (i.e., 

the peak value of the gain spectrum) through a DPAL cell for a fixed length, as function 

of 𝛼 for 
85

Rb. The dashed line shows the amplitude of the coherence between state |1⟩ 

and |2⟩, i.e., |�̃�12|. (b) Same as figure (a), but for 
87

Rb. (c) The solid line shows the peak 

value of single-pass amplitude gain as a function of 𝛽 for 
85

Rb. The dashed line shows 

the amplitude of the coherence between state |3⟩ and |4⟩, i.e., |�̃�34|. (d) Same as figure 

(c), but for 
87

Rb.  

 

In Figure 8.24, we illustrate how the gain is very weakly dependent on the values of the 

parameters 𝛼 and 𝛽. Consider first plot (a). Here, the solid line shows the single-pass peak 

amplitude gain (i.e., the peak value of the gain spectrum as a function of the detuning, as 
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shown in Figure 8.23) through a DPAL cell with a fixed length, plotted as a function of the 

parameter 𝛼 for 
85

Rb. The dashed line shows the value of |�̃�12|. As expected, the value of 

|�̃�12| decreases with increasing 𝛼. However, it should be noted that even the largest value of 

|�̃�12| is very small, in keeping with our observation made earlier. Finally, we see that the 

value of the peak gain remains virtually unchanged as a function of 𝛼, also in keeping with 

the observation made earlier. Plot (b) shows the peak gain as a function of 𝛼 (solid line) and 

|�̃�12| for 
87

Rb. Here also, we see that the gain remains virtually unchanged as a function of 

𝛼. Plot (c) and (d) illustrate the corresponding plots as functions of 𝛽, for 
85

Rb and 
87

Rb, 

respectively. In these cases also we see that the gain remains virtually unchanged as a 

function of 𝛽. These results justify our use of 𝛼 = 𝛽 ≃ 1 in the model.  

Parameters Value 

Total cavity length 0.72 𝑚 

Gain cell length 0.1 𝑚 

Raman cell length 0.1 𝑚 

Gain cell temperature 100 ℃ 

Raman cell temperature 100 ℃ 

D1 transition wavelength 795 𝑛𝑚 

D1 transition life time 27.7 𝑛𝑠𝑒𝑐 

D2 transition wavelength 780 𝑛𝑚 

D2 transition life time 26.24 𝑛𝑠𝑒𝑐 

Radiative decay rate from |2⟩ to |1⟩ 2𝜋 × 1 × 106 𝑠𝑒𝑐−1 
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Radiative decay rate from |1⟩ to |2⟩ 2𝜋 × 1.6 × 106 𝑠𝑒𝑐−1 

Effective decay rate from |1⟩ to |2⟩ 2𝜋 × 1.6 × 107 𝑠𝑒𝑐−1 

Ethane buffer gas pressure 380 𝑇𝑜𝑟𝑟 (0.5 𝑎𝑡𝑚) 

Collisional decay rate from |4⟩ to |3⟩ 2𝜋 × 8.536 × 108 𝑠𝑒𝑐−1 

Collisional decay rate from |3⟩ to |4⟩ 2𝜋 × 6.796 × 108 𝑠𝑒𝑐−1 

BGI dephasing rate between |1⟩ and |2⟩ 2𝜋 × 20 × 106 (𝑠𝑒𝑐 ∙ 𝑇𝑜𝑟𝑟)−1 

BGI dephasing rate between |3⟩ and |4⟩ 2𝜋 × 20 × 106 (𝑠𝑒𝑐 ∙ 𝑇𝑜𝑟𝑟)−1 

BGI dephasing rate between any other two 

levels 

2𝜋 × 20 × 106 (𝑠𝑒𝑐 ∙ 𝑇𝑜𝑟𝑟)−1 

Frequency difference between |1⟩ and |2⟩ 

(
85

Rb)  

2𝜋 × 3.034 × 109 𝑠𝑒𝑐−1 

Frequency difference between |1⟩ and |2⟩ 

(
87

Rb)  

2𝜋 × 6.835 × 109 𝑠𝑒𝑐−1 

Frequency difference between |1⟩ of 
85

Rb and 

|1⟩ of 
87

Rb 

2𝜋 × 2.501 × 109 𝑠𝑒𝑐−1 

Rabi frequency of the DPAL pump 2𝜋 × 1.516 × 109 𝑠𝑒𝑐−1 

Rabi frequency of the Raman pump 2𝜋 × 2.873 × 108 𝑠𝑒𝑐−1 

Raman pump detuning −2𝜋 × 1.6 × 109 𝑠𝑒𝑐−1 

Saturated intensity 120 𝑊/𝑚2 

Table 8.2 Parameters used in the numerical model. 
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As stated above, the narrow gain profile is realized by inserting a separate vapor cell 

(Raman cell) inside the cavity to produce Raman Gain. This vapor cell is filled with pure 

85
Rb without any buffer gas. The basic scheme for this system is shown in Figure 8.25(a). 

Briefly, an optical pumping beam couples state |1⟩ to state |4⟩. This produces a population 

inversion among levels |1⟩ and |2⟩. A Raman pump is now applied on the |2⟩ − |3⟩ 

transition, but detuned significantly above resonance. Under this condition, the probe beam 

(which is now assumed to excite the |1⟩ − |3⟩ transition only) experiences a narrow-band 

Raman gain centered around the two photon resonance condition (i.e. the frequency 

difference between the probe and the Raman pump matches the energy separation between 

|1⟩ and |2⟩.  

  

(a) (b) 

Figure 8.25 In the narrow gain model: (a) transitions, (b) effective 3-level model. Here 

𝛺𝑜𝑝, 𝛺𝑠, and 𝛺𝑅𝑝 are the Rabi frequencies for the optical pump, the signal field, and 

the Raman pump field, respectively. 𝛿𝑠(𝛿𝑅𝑝) is the detuing of the signal (Raman pump) 

from the |1⟩ − |3⟩ (|2⟩ − |3⟩) transiton, 𝜈 is the frequency of the signal, and 𝜈0 is 

defined as the value of the signal frequency corresponding to two photon resonance (i.e. 

𝛿𝑠 = 𝛿𝑅𝑝). 
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Figure 8.26 A typical gain spectrum produced by the Raman cell. 

 

In Figure 8.25.b, we show the effective 3-level system and the various decay rates 

relevant to this excitation. For simplicity, we assume that the radiative decay rates from |3⟩ 

to |2⟩ and that from |3⟩ to |1⟩ are equal (𝛤𝑟3/2). The decay rate from |2⟩ to |1⟩ is 𝛤21, 

and that from |1⟩ to |2⟩ is 𝛤12
′ = 𝛤12 + 𝛤𝑜𝑝. Here, 𝛤12 and 𝛤21 are collisional decay rates 

that are related to each other by Eqn. 8.32, which in turn implies that 𝛤12 ≃ 1.67𝛤21. The 

additional decay from |1⟩ to |2⟩ at the rate of 𝛤𝑜𝑝 accounts for the effect of the optical 

pumping. The density matrix equation of evolution for this system can now be written as:   

𝜕

𝜕𝑡
�̃� = −

𝑖

ℏ
[�̃̃�𝑅 , �̃�] +

𝜕�̃�

𝜕𝑡 𝑠𝑜𝑢𝑟𝑐𝑒−𝑅
.            (8.36) 

Here,   

2�̃̃�𝑅/ℏ = (−𝑖𝛤12
′ )|1⟩⟨1| + (−2𝛿𝑠 + 2𝛿𝑅𝑝 − 𝑖𝛤21)|2⟩⟨2| + (−2𝛿𝑠 − 𝑖𝛤𝑟3)|3⟩⟨3| +

(𝛺𝑠|1⟩⟨3| + 𝛺𝑅𝑝|2⟩⟨3| + ℎ. 𝑐. ),      (8.37) 
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and 

𝜕�̃�

𝜕𝑡 𝑠𝑜𝑢𝑟𝑐𝑒−𝑅
= (𝛤21�̃�22 + 𝛤𝑟3�̃�33/2)|1⟩⟨1| + (𝛤12

′ �̃�11 + 𝛤𝑟3�̃�33/2)|2⟩⟨2|.   (8.38) 

A typical gain spectrum of the Raman cell is shown in Figure 8.26. The parameters used in 

the calculation are listed in Table 8.2.  

 

8.2.2 Combined effective susceptibility of the SLL 

After solving the density matrix equation of evolution for the two media in steady state, 

we can calculate the susceptibilities of the two media using the expression:  

𝜒𝐷 =
ℏ𝑐𝑛𝐷

ℐ𝑠𝑎𝑡𝛺𝑠
(
𝛤𝑟3

2
)
2
(�̃�31 + �̃�32),            (8.39) 

𝜒𝑅 =
ℏ𝑐𝑛𝑅

ℐ𝑠𝑎𝑡𝛺𝑠
(
𝛤𝑟3

2
)
2

�̃�31,              (8.40) 

where 𝑛𝐷 and 𝑛𝑅 are the number density of the atoms in the DPAL and Raman media, 

respectively, and ℐ𝑠𝑎𝑡 (in unit of Watts/m
2
) is the saturation intensity which corresponds to a 

field that produce 𝛺𝑠 = 𝛺𝑠𝑎𝑡 ≡ 𝛤𝑟3/2. We assume this saturated intensity to be twice as big 

as that for the strongest transition in the D2 manifold. Then we can write the effective 

susceptibility of the media in the SLL as:  

𝜒𝑒𝑓𝑓 =
𝐿𝐷

𝐿
(0.72𝜒𝐷85 + 0.28𝜒𝐷87) +

𝐿𝑅

𝐿
𝜒𝑅 ,         (8.41) 

where 𝐿 is the cavity length, and  𝐿𝐷 and 𝐿𝑅 are the DPAL cell length and the Raman cell 

length, respectively. The real and imaginary parts of 𝜒𝑒𝑓𝑓 must satisfy Eqn.8.23 and 8.24 in 

steady state. Thus, Eqn.8.31 and the steady state version of Eqn.8.23 and 8.24 have to be 

solved simultaneously, in a self-consistent manner. This requires the use of an iterative 
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algorithm to find the value of 𝛿𝑠 and 𝛺𝑠 (which in turn yields the frequency 𝜈 and the 

field amplitude 𝐸) that satisfy these equations; which is described next.   

8.2.3 Iterative algorithm for finding the frequency and the amplitude of the SLL 

 

Figure 8.27 Flow-chart of the algorithm for solving the model for an actual SLL. 

 

The flow chart shown in Figure 8.27 illustrates how the algorithm works. For a certain 

cavity length, this algorithm is able to find the frequency 𝜈 and the intensity ℐ of the laser 

field in steady state. The frequency and the intensity of the field can be calculated from 𝛿𝑠 and 

𝛺𝑠 using the following equations:  

𝜈 = 𝜈0 − 𝛿𝑅𝑝 + 𝛿𝑠,              (8.42) 

ℐ = ℐ𝑠𝑎𝑡 (
𝛺𝑠

𝛺𝑠𝑎𝑡
)
2

,               (8.43) 

where 𝜈0, 𝛿𝑅𝑝, 𝛿𝑠 are as defined in Figure 8.25.  

The algorithm starts by assuming a pair of values of 𝛿𝑠 and 𝛺𝑠. These yield a value of 

𝜒𝑒𝑓𝑓, by evaluating Eqn.8.41. This value of 𝜒𝑒𝑓𝑓 (real and imaginary parts) is then fed into the 
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steady state forms of the laser equations (Eqn.8.23 and 8.24) to find the values of 𝛿𝑠
′ and 𝛺𝑠

′ . 

These values are then compared with the values of 𝛿𝑠 and 𝛺𝑠. If the differences |𝛿𝑠 − 𝛿𝑠
′| and 

|𝛺𝑠 − 𝛺𝑠
′ | are each below chosen threshold values, the algorithm stops. If not, then either 𝛿𝑠

′ 

or 𝛺𝑠
′  or both are increased of decreased by a suitable step size, and the loop is repeated, until 

a convergence is found. We note that, under certain conditions, there exist more than one set of 

solutions (i.e. combination of laser frequency and intensity) for a given set of parameters and 

cavity length. In these cases, we have found that an alternative form of the algorithm is more 

convenient to use. In this form, we fix the value of the laser frequency, and then iterate to find 

the values of the laser intensity and the cavity length that satisfy the relevant equations.  

To explore the relationship between the lasing frequency and cavity length variations, we 

use this algorithm to find the lasing frequency in steady state for different cavity lengths. Then 

the stability improvement of the SLL can be calculated by comparing the derivative of the 

frequency shift as a function of the cavity length with that of a conventional laser.  

8.2.4 Results 

In Figure 8.28.a, we show the output frequency as the cavity length is varied. Here, 𝐿0 is a 

reference cavity length for which one of the cavity modes matches the value of 𝜈0 (note that 

the free spectral range is much larger than the width of the Raman gain). As can be seen, the 

shift in the laser frequency is small for a significant spread in ∆𝐿. Furthermore, there is a range 

of cavity lengths for which multiple frequencies satisfy the equations. This is similar to the 

behavior described in our analytical model earlier. In Figure 8.28.b, we again show a plot of the 

laser frequency as a function of the cavity length, but for a different set of parameters. As can 
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be seen, there is a range around 𝐿 = 𝐿0 for which the frequency has a unique value, with a 

small slope, corresponding to reduced stability. The shaded area corresponds to the range of 

cavity length for which the laser frequency is not unique, same as what we observed earlier in 

Figure 8.18.b. As we had noted earlier, a detailed calculation involving nearly-degenerate 

multiple modes and the gain competition between these modes is needed to determine the exact 

behavior of the SLL in this region. Such a calculation entails the use of an interaction 

Hamiltonian that cannot be rendered time independent via rotating wave transformation. As 

such, many higher orders terms in the solution of the density matrix equations have to be 

computed, in a manner akin to what is done in Ref.111, although in a different context. This 

analysis will be carried out and reported in the near future. Outside the shaded area, the 

frequency is again unique. However, the asymptotic slope is now much larger than that around 

𝐿 = 𝐿0, corresponding to the normal sensitivity.  

In Figure 8.29.a, we show the laser power as a function of the cavity length, for same 

parameters we used in producing Figure 8.28.b. As can be seen, the intensity has a unique value 

for some ranges of the cavity length, but has multiple possible values over the ranges for which 

the frequency also has multiple values. Again, this behavior is similar to what we presented 

earlier for the analytical model. In Figure 8.29.b, we show the output intensity as a function of 

the laser frequency. This plot is generated by combining the information presented in Figure 

8.28.b and Figure 8.29.a. As can be seen, there is a one-to-one correspondence between the 

intensity and the frequency, for all values of the cavity length. 
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(a) (b) 

Figure 8.28 Relationship between cavity length and lasing detuning for the practical SLL 

for (a) extremely high stability enhancement and (b) relatively low stability enhancement. 

 

  

(a) (b) 

Figure 8.29 Output power as a function of (a) length change and (b) laser frequency, for 

the model for a practical SLL. 

 

In Figure 8.30.a, we show the laser frequency as a function of the cavity length, for the 

primary mode, corresponding to the parameters used in Figure 8.28.a. The resulting 

enhancement in stability is shown in Figure 8.30.b. The sensitivity of the laser is reduced by a 
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factor of 105  when the lasing frequency is at 𝜈 = 𝜈0 , corresponding to 𝐿 = 𝐿0 . Finally, 

Figure 8.31 shows the real part of the effective dispersion, 𝜒𝑒𝑓𝑓, as a function of the laser 

frequency. As can be seen, the effective dispersion has qualitatively the same shape as that of 

the analytical approach. 

  

(a) (b) 

Figure 8.30 Desired region of operation in the model for a practical SLL: (a) laser 

frequency as a function of cavity length and (b) stability as a function of laser frequency. 

 

Figure 8.31 Real part of the effective dispersion in steady state of the model for a 

practical SLL. 
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8.2.5 Quantum Noise Limited Linewidth of the SLL 

As mentioned earlier, an interesting and potentially very important aspect of the SLL is its 

quantum noise limited linewidth. For a conventional laser with a very flat gain spectrum, the 

STL can be expressed simply as [112]:  

𝛾𝑆𝑇𝐿 =
ℏ𝜔

2𝑃𝑜𝑢𝑡𝜏𝑐
2,               (8.44) 

where ω is the laser frequency, Pout is the output power, and τc is the lifetime of the empty cavity, 

which can also be expressed simply as the invers of the empty cavity linewidth. In the presence 

of a non-negligible normal dispersion (but not for anomalous dispersion [113]), this expression 

is modified significantly [114] as follows:  

𝛾𝑆𝑇𝐿 =
ℏ𝜔

2𝑃𝑜𝑢𝑡(𝑛𝑔𝜏𝑐)
2 (1 + |𝛼|2),            (8.45) 

where, ng is the group index, and |𝛼| ≡ (
𝜕𝑛′

𝜕|𝐸|
) / (

𝜕𝑛′′

𝜕|𝐸|
), where 𝑛′ and 𝑛′′ are, respectively, the 

real and imaginary parts of the complex refractive index:  

𝑛𝑐 ≡ 𝑛′ + 𝑖𝑛′′ = √1 + 𝜒 ≈ (1 +
1

2
𝜒′) + 𝑖

1

2
𝜒′′,       (8.46) 

with 𝜒 ≡ 𝜒′ + 𝑖𝜒′′  being the complex susceptibility of the gain medium, and |𝐸|  is the 

amplitude of the laser field. The measured linewidth, 𝛾𝑀𝐸𝐴𝑆, of a laser depends, of course, on 

the measurement bandwidth, 𝛤𝑀, which is the inverse of the measurement time, 𝜏𝑀. It has 

been shown [115,116,117] that the value of 𝛾𝑀𝐸𝐴𝑆 is given simply by the geometric mean of 

𝛾𝑆𝑇𝐿 and 𝛤𝑀, so that we can write:  

𝛾𝑀𝐸𝐴𝑆 = √𝛾𝑆𝑇𝐿 ∙ 𝛤𝑀 = √
ℏ𝜔

2𝑃𝑜𝑢𝑡(𝑛𝑔𝜏𝑐)
2
𝜏𝑀

(1 + |𝛼|2),       (8.47) 

which can also be written as:  
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𝛾𝑀𝐸𝐴𝑆 =
1

𝑛𝑔𝜏𝑐
∙ √

ℏ𝜔

2𝑃𝑜𝑢𝑡𝜏𝑀
(1 + |𝛼|2),          (8.48) 

We consider first the expected value of |𝛼| for the SLL. From the definition of |𝛼| Eqn.8.46, 

it follows that:  

|𝛼| = (
𝜕𝜒′

𝜕|𝐸|
) / (

𝜕𝜒′′

𝜕|𝐸|
),              (8.49) 

We recall that in Eqn.8.28 and 8.29, we had defined 𝐼 as being |𝐸|2. Thus, we can use these 

equations to determine the numerator and the denominator in Eqn.8.49:  

𝜕𝜒′′

𝜕|𝐸|
=

4𝐺𝑒𝜉𝑒𝛤𝑒
3|𝐸|

[2𝛤𝑒𝜉𝑒|𝐸|2+𝛤𝑒
2+4(𝜈−𝜈0)2]

2 +
4𝐺𝑖𝜉𝑖𝛤𝑖

3|𝐸|

[2𝛤𝑖𝜉𝑖|𝐸|2+𝛤𝑖
2+4(𝜈−𝜈0)2]

2,      (8.50) 

𝜕𝜒′

𝜕|𝐸|
= −

8𝐺𝑒𝜉𝑒𝛤𝑒
2(𝜈−𝜈0)|𝐸|

[2𝛤𝑒𝜉𝑒|𝐸|2+𝛤𝑒
2+4(𝜈−𝜈0)2]

2 −
8𝐺𝑖𝜉𝑖𝛤𝑖

2(𝜈−𝜈0)|𝐸|

[2𝛤𝑖𝜉𝑖|𝐸|2+𝛤𝑖
2+4(𝜈−𝜈0)2]

2.     (8.51) 

Since the SLL operates at a frequency that is very close to 𝜈0 , we have 𝛤𝑒 ≫ |𝜈 − 𝜈0|. 

Furthermore, since the background gain profile is very broad, compared to the laser Rabi 

frequency, we can assume 𝛤𝑒 ≫ 𝜉𝑒|𝐸|. Since 𝐺𝑒 is much less than unity, we can thus ignore 

the first terms in both Eqn.8.50 and 8.51. We then get:  

|𝛼| =
2|𝜈−𝜈0|

𝛤𝑖
.               (8.52) 

For a typical range of values of |𝜈 − 𝜈0| within the primary mode zone, |𝛼| ≪ 1. Thus, this 

parameter has a negligible effect on the linewidth of the SLL. It should be noted that, in general, 

the effect of |𝛼| is found to be dominant only in systems where the laser frequency is far away 

from resonances in the gain media (such as in a semi-conductor laser [114]), and is negligible 

in a typical gas laser [114,115] where the laser frequency is generally close to the resonance in 

the gain medium.  

Consider next the effect of the group index. As can be seen from Eqn.8.48, the linewidth 
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decreases with increasing value of 𝑛𝑔. Intuitively, this can be understood as follows. The 

propagation of a pulse is slowed down by a factor of 𝑛𝑔. Thus, the effective travel time for a 

pulse as it propagates in the cavity increases by a factor of 𝑛𝑔. Therefore, the effective cavity 

decay time is 𝜏𝑐,𝑒𝑓𝑓 = 𝑛𝑔𝜏𝑐.  

As we have noted above, Eqn.8.48 is not expected to be valid for a superluminal laser, since 

the dispersion in that case is anomalous (as noted before Eqn.8.45). The extent to which 

Eqn.8.48 is valid for a very large value of 𝑛𝑔  has not yet been tested experimentally. 

Realization of an SLL, followed by a careful measurement of 𝛾𝑀𝐸𝐴𝑆, would be a definitive 

way of answering this question. If Eqn.8.48 turns out to be valid for large values of 𝑛𝑔, then the 

SLL could also become potentially very useful as a source of radiation with extremely high 

spectral purity.  

 

8.3 Raman Depletion within Diode Pumped Alkali Laser (DPAL) 

In what follows, we make use of the semi-classical equation of motion for an effectively 

single mode ring laser [118]. First, we consider light in a ring laser cavity which contains a 

dispersive medium. The phase and amplitude of the field are described by a set of 

self-consistency equations: 

𝑣 + �̇� = 𝛺 −
𝜒′(𝐸,𝑣)

2
𝑣             (8.53.a) 

�̇� = −
vE

2Q

𝜒"(𝐸,𝑣)𝐸

2
𝑣                 (8.53.b) 

where 𝜑  is the round-trip phase shift, ν is the lasing frequency, and Ω  is the resonant 

frequency of the cavity in the absence of the medium. Ω is given by 2πmc/L where L is the 
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length of the cavity, c is the vacuum speed of light, and m is the mode number. χ′ and χ″ are the 

real and imaginary part of the susceptibility of the medium, respectively. E is the field 

amplitude, and Q is the cavity quality factor. 𝜈0 is the frequency around which χ″ is symmetric. 

Ω =  𝜈0 for a particular length of the cavity: 𝐿 =  𝐿0. In our model, L will be allowed to 

deviate from L0, thereby making Ω differ from ν0. For simplicity, we assume a situation where 

lasing is unidirectional, made possible by the presence of an optical diode inside the cavity. 

Any loss induced by the diode is included in Q.  

For convenience, we define the parameters, Δ = Ω − 𝑉0, 𝛿 = 𝑣 − 𝑣0. The derivatives 

𝑑Δ/𝑑𝐿 and 𝑑𝛿/𝑑𝐿 characterize the resonant frequency shifts under a perturbation of L in the 

empty and filled cavity, respectively. We consider the ratio, 𝑅 ≡  (𝑑𝛿/𝑑𝐿) /(𝑑Δ/𝑑𝐿)  to 

determine if the amount of the frequency shift is enhanced (R>1) or diminished (R<1) by the 

intracavity medium. To derive R, we begin with Eqn.8.53.a. In steady state ( �̇� =  0 ) 

subtracting ν0 from both sides, differentiating with respect to L, and applying 𝑑𝜈 =  𝑑𝛿 , we 

get 𝑑𝛿/𝑑𝐿 + 𝜒′/ 2 (𝑑𝛿 𝑑𝐿)  + 𝜈/2 (𝑑𝜒′/𝑑𝐿)  =  𝑑Δ/𝑑𝐿 . By substituting (𝑑𝜒′/𝑑𝛿)/(𝑑𝛿/

𝑑𝐿) for 𝑑𝜒′/𝑑𝐿 , we get: 

  𝑅 = 1/[1 +
𝜒′

2
+

𝑣

2

𝑑𝜒′

𝑑𝑣
]              (8.54) 

In order to determine the value of R, it is necessary to know how χ′ depends on ν. In case of a 

passive cavity, this would be determined solely by the response of the medium to a weak probe, 

and would be related to χ″ by the KK relations. In the case of an active cavity, however, this is 

no longer true, since χ′ depends indirectly on E, which varies as a function of ν, as determined 

by a self-consistent solution of Eqn.8.53.a. In the later parts of the thesis, we explore this 

interdependence of χ′ and E in detail in order to establish the behavior of the superluminal laser.  
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We can at this point develop additional insight into the behavior of R by simply assuming that χ′ 

is antisymmetric around ν = ν0 (to be validated later). We can then expand χ′ around ν = ν0, 

keeping terms up to Δ𝜈3 where Δ𝜈 =  𝜈 − 𝜈0 . We get 𝜒′ = 𝜒′(𝑣0) + Δ𝑣𝜒1
′ + (Δ𝑣)3𝜒3

′/6 

where 𝜒𝑛
′ = (

𝑑𝑛𝜒′

𝑑𝑣𝑛 ) |𝑣=𝑣0
 (n = 1 or 3). Since χ′ is assumed to be antisymmetric around ν0, we 

have (
𝑑2𝜒′

𝑑𝑣2
) |𝑣=𝑣0

= 0. Differentiating χ′ with respect to ν, and inserting χ′ and the derivative of 

χ′ in Eqn.8.54, we get: 𝑅 ≅ 1/[1 + 𝜒′(𝑣0)/2 + 𝑣0𝜒1
′/2 + 𝑣0𝜒3

′ (Δ𝑣)2/4] . Here, we have 

dropped terms that are small due to the fact that |Δ𝜈| ≪ 𝜈0 . Note that if χ′ is assumed to be 

linear, corresponding to keeping only the first two terms in the expansion of χ′, the 

enhancement factor simplifies to: 𝑅 ≅ 1/[1 +
𝜒′(𝑣0)

2
+

𝑣0𝜒′

2
]. 

To illustrate the physical meaning of this result, we note first that the index can be 

expressed as 𝑛(𝜈) = (1 + 𝜒′)
1

2 ≅  1 + 𝜒′(𝑣)/2 . The group index can then be written as 

𝑛𝑔 = 𝑛0  + 𝜈0𝑛1 =  1 + 𝜒 ′(𝜈0)/2 + 𝜒1
′𝜈0/2, where 𝑛0 = 𝑛(𝑣0) and 𝑛1 = (

𝑑𝑛

𝑑𝑣
) |𝑣=𝑣0

. Thus, 

the enhancement factor in this linear limit is given simply as 𝑅 ≈ 1/𝑛𝑔. For normal dispersion 

(𝑛𝑔 > 1), R becomes less than one. Hence, the resonant frequency shift with respect to the 

length variation decreases compared to the shift in an empty cavity. For anomalous dispersion 

(ng<1), the frequency shift is amplified to be equal to 1/ng times the amount of the shift in the 

empty cavity.  

In order to determine the actual value of R for an active cavity, we need first to establish 

the explicit dependence of 𝜒′ on the lasing frequency, 𝑣 . To this end, we first solve 

Eqn.8.53.b in steady state ( �̇�  =  0 ) so that 𝜒 ′′(𝐸, 𝜈 )  =  −1/𝑄 for 𝐸 ≠  0. Since 𝜒″ is a 

function of E and 𝜈, the solution to the equation yields the saturated electric field E in steady 

state inside the laser cavity as a function of the lasing frequency 𝜈. 
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Let us consider the case in which the cavity contains a medium with a narrow absorption 

as well as a medium with a broad gain. This configuration creates a gain profile with a dip in 

the center. The imaginary part of the susceptibility 𝜒″ can then be written as: 

𝜒" = −
𝐺𝑒Γ𝑒

2

𝜗𝑒
+

𝐺𝑖Γ𝑖
2

𝜗𝑖
                  (8.55a) 

where 𝜗𝑘 = 2Ω𝑘
2 + Γ𝑘

2 + 4(𝑣 − 𝑣0)
2, (k = e or i). We use the subscript “e” for the “envelope” 

gain profile and “i” for the narrower absorption profile.  

Using the modified Kramers-Kronig (MKK) relation [105,106] for the saturated 

susceptibility, we can then express the real part of the susceptibility 𝜒′ as:  

𝜒′ =
2𝐺𝑒(𝑣−𝑣0)Γe

𝜗𝑒
−

2𝐺𝑖(𝑣−𝑣0)Γi

𝜗𝑖
              (8.55b) 

Here Ω𝑖  (Ω𝑒) is the Rabi frequency equal to  ℘𝑖𝐸/ℏ (  ℘𝑒𝐸/ℏ ) where ℘𝑖(℘𝑒) is the dipole 

moment associated with the absorbing (amplifying) medium. The gain and the absorption 

linewidths are denoted by 𝛤𝑒  and 𝛤𝑖, respectively. Using the Wigner–Weisskopf model [103] 

for spontaneous emission, we can define two parameters: 𝜉𝑖 = ℘𝑖
2/( ℏ2Γ𝑖)  and 𝜉𝑒 =

℘𝑒
2/( ℏ2Γ𝑒). In terms of these parameters, the Rabi frequencies can then be expressed as 

Ω𝑖
2 = Γ𝑖𝐸

2 𝜉𝑖  and Ω𝑒
2 = Γ𝑒𝐸

2 𝜉𝑒 . The gain parameters can then be expressed as 𝐺𝑖 =

ℏ𝑁𝑖𝜉𝑖/𝜀0
 and 𝐺𝑒 = ℏ𝑁𝑒𝜉𝑒/𝜀0

 where 𝜀0  is the permittivity of free space, and 𝑁𝑒  and 𝑁𝑖 

represent the density of quantum systems for the absorptive and the amplifying media, 

respectively. 

It is instructive to consider first the case of a conventional gain medium, by setting 

𝐺𝑖 =  0 .From Eqn.8.55, 𝜒′  and 𝜒″  are then simply related to each other as 𝜒′/𝜒" =

−2(𝑣 − 𝑣0)/Γ𝑒 . From 𝜒" = −1/𝑄 , it then follows that 𝜒′ = 2(𝑣 − 𝑣0)/(𝑄Γ𝑒) . The 

expression for 𝜒′ is linear in 𝜈 , and antisymmetric around  𝜈0 . Note that according to 
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Eqn.8.53.b, 𝑄 = 𝑣0/Γ𝑐, where 𝛤𝑐 is the empty cavity linewidth. Therefore, we find from R in 

the linear limit that𝑅 = 1/𝑛𝑔, where 𝑛𝑔 = 1 + Γ𝑐/Γ𝑒. Since 𝑛𝑔 > 1, this implies a reduction 

in sensitivity when compared to an empty cavity. In a typical laser, Γ𝑐/Γ𝑒 is very small so 

that this reduction is rather insignificant. The behavior of such a system in the context of the 

KK relations is discussed in detail in Ref. [104], which also addresses the inadequacies of 

previous studies. 

For the case of a conventional laser medium discussed above, it was easy to determine 

the value of 𝜒′ because of the simple ratio between 𝜒′ and 𝜒″. In particular, this ratio does 

not depend on the laser intensity. However, for the general case (i.e. 𝐺𝑖 ≠ 0), the two terms in 

𝜒″ are highly dissimilar. As such, it is no longer possible to find a ratio between 𝜒′ and 𝜒″ 

that is independent of the laser intensity. Thus, in this case, we need to determine first the 

manner in which the laser intensity depends on all the parameters, including 𝜈. We define 

𝐼 ≡ |𝐸|2 so that Ω𝑖
2 = Γ𝑖𝐼𝜉𝑖 and Ω𝑒

2 = Γ𝑒𝐼𝜉𝑒. By setting Eqn.8.55.a equal to −1/Q, we get 

𝑎𝐼2 +  𝑏𝐼 +  𝑐 = 0, where a, b, and c are function of various parameters. We keep the 

solution that is positive over the lasing bandwidth:  𝐼 =  (−𝑏 + √𝑏2
 −  4𝑎𝑐 / (2𝑎) . 

Substituting this solution for I to evaluate Ω𝑖 and Ω𝑒, in Eqn.8.55.b we get an analytic 

expression for 𝜒′. 

The behavior of 𝜒′ can be understood by plotting it as a function of ν. For illustration, 

we consider 𝛤𝑒 = 2𝜋 × 109𝑠−1 , 𝛤𝑖 =  2𝜋 × 107𝑠−1 , 𝜈0 = 2𝜋 × 3.8 × 1014
 𝑠−1 , 

𝑁𝑒 = 9 × 106, and 𝑁𝑖 = 1.2645 × 1011. To fulfill the lasing condition in the spectral range 

of the absorption dip, we consider the gain peak 𝐺𝑒 = 12/𝑄 and the absorption depth 

𝐺𝑖 = (10 + 𝜖)/𝑄 so as to ensure 𝐺𝑒 − 𝐺𝑖 > 1/𝑄 at 𝜈 =  𝜈0  where 𝜀 is a small fraction. 
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For a given value of Ge, the choice of 𝜀 is critical in determining the optimal behavior of 𝜒′. 

The particular choice of 𝜀 =  0.11591 was arrived at via a simple numerical search through 

the parameter space. Figure 8.32 shows 𝜒′ as a function of 𝜈. Note first that far away from 

𝜈 =  𝜈0, it agrees asymptotically with the linear value of 𝜒′ for the case of 𝐺𝑖 =  0, 

indicated by the dotted line. The inset figure shows an expanded view of 𝜒′. The steep 

negative slope of 𝜒′ around around 𝜈 =  𝜈0 is the feature necessary to produce the fast light 

effect (𝑛𝑔 ≈ 0). 

 

Figure 8.32 Real part of the steady-state susceptibility for the combined absorbing and 

amplifying media (solid line), and the conventional gain medium (dashed line). The inset 

shows an expanded view of the solid line in the main figure 

  

We can now evaluate the enhancement factor, R, as expressed in Eqn.8.54. We note first 

that dχ ′/ dν = ∂χ ′ / ∂ν + (∂χ ′ / ∂I) (∂I / ∂ν )  , where ∂I / ∂ν  is evaluated from the 

solution of the quadratic equation for I, and ∂χ ′ / ∂ν and ∂χ ′ / ∂I are evaluated from 

Eqn.8.55. Inserting ∂χ ′ / ∂ν and Eqn.8.55 in 8.54, we find R as a function of ν. This is 

shown in Figure 8.33 for the parameters mentioned above. The insets (a) and (b) show a view 

expanded horizontally and a view on a linear vertical scale, respectively. The enhancement 
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reaches a peak value of ~1.8 × 105
 at the center of the gain dip [inset (a)], drops to a 

minimum (~0.89) and increases to a value close to unity [inset (b)]. These attributes are 

consistent with the behavior of χ′ shown in Figure 8.32. The peak value of R corresponds to 

the steep negative dispersion. As the dispersion turns around and becomes positive, the value 

of R drops significantly below unity. Finally, as the dispersion reaches the weak, positive 

asymptotic value, we recover the behavior expected of a conventional laser, with R being 

very close to, but less than unity [inset (b)]. 

The black lines shown in Figure 8.33 correspond to the exact value of R given by 

Eqn.8.54. It is also instructive to consider the approximate values of R, where we assume χ′ 

to be linear. This is shown by the dotted line in inset (a). Of course, this linear approximation 

is valid only over a very small range around ν =  ν0. However, it does show clearly that the 

peak value of R can be understood simply to be due to the linear, negative dispersion at 

ν =  ν0. 

 

Figure 8.33 Sensitivity enhancement associated with Eqn.8.54. The inset (a) shows R in 

Eqn.8.54 in an expanded view (solid line), and its value in the linear limit (dotted line). 

The inset (b) is an expanded view of R with a linear vertical scale. 
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The enhancement factor R indicates how the lasing frequency 𝜈 changes when the length 

of the cavity, L, is changed. It is also instructive to view graphically the dependence of 𝜈 on 

L explicitly. As discussed earlier, in the empty cavity, we have 𝜈0 =  2𝜋𝑚𝑐/𝐿0, where 𝜈0 is 

the resonance frequency (chosen to coincide with the center of the dispersion profile). For 

concreteness, we have used 𝜈0 =  2𝜋 ×  3.8 × 1014, corresponding to the D2 transition in 

Rubidium atoms. We now choose a particular value of the mode number m, so that L is close 

to one meter. Specifically m = 1282051 yields L0 = 0.99999978 meter. 

When the dispersive gain medium is present, the lasing frequency will be 𝜈 =  𝜈0 if L is 

kept at L0. If L deviates from L0, then 𝜈 changes to a different value. Specifically, 𝐿 =

 2𝜋 𝑚𝑐/Ω, and 𝜈 = Ω/ (1 +  𝜒 ′/ 2) from Eqn.8.53.a in steady state, so that 𝐿 =  (2𝜋 𝑚𝑐 /

𝜈 ) (1 +  𝜒 ′ /2) . Using the dependence of 𝜒′ on 𝜈 as shown in Figure 8.32, we can thus 

plot L as a function of 𝜈, as shown in Figure 8.34. Even though L is plotted on the vertical 

axis, this plot should be interpreted as showing how 𝜈 changes as L is varied. For 𝜈 far 

away from 𝜈0, the variation of 𝜈 as a function of L is essentially similar to that of an empty 

cavity, indicated by the dotted line.  

Around 𝜈 =  𝜈0, a small change in L corresponds to a very big change in ν as displayed 

in the inset figure. Specifically, we see that Δ𝐿 ≈ 10−13
 meter produces 𝑓 ≡ Δ𝜈/(2𝜋) ≈

105𝐻𝑧 , corresponding toΔ𝑓/Δ𝐿~1018 . In contrast, for a bare cavity, Δ𝐿 ≈ 2 × 10−7
 

produces Δ𝜈/(2𝜋) ≈ 8 × 107𝐻𝑧, corresponding toΔ𝑓/Δ𝐿~4 × 1014. The value of Δ𝑓/Δ𝐿 

for a conventional laser is also very close to this value, as indicated by the convergence of the 

dotted and solid lines for 𝜈 far away from the superluminal region. Thus the enhancement 

factor, R, is ~2.5 × 103. If we zoom in even more, we will eventually see that as Δ𝐿 → 0, 
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we have R~1.8 ×  105, as shown in Figure 8.33. 

 

Figure 8.34 Illustration of relation between 𝐿 − 𝐿0 and 𝜈 − 𝜈0  for |𝜈 − 𝜈0|/2𝜋 <

80𝑀𝐻𝑧. Dotted line shows the behavior for an empty cavity. The inset shows an 

expanded view for |𝜈 − 𝜈0|/2𝜋 < 100𝑘𝐻𝑧. 

 

The scheme proposed here for a superluminal laser may be realizable in many different 

ways. For example, the gain profile can be produced by a diode pumped alkali laser [97]. The 

dip in the gain profile can be produced by inserting a Raman probe, following the technique 

shown in Ref.119. Figure 8.35 displays the corresponding energy levels, and the experimental 

configuration to realize a superluminal laser. Figure 8.35(a) illustrates the atomic transitions 

associated with the process for producing a broadband gain profile. The diode pump, applied 

from the side along the D2 transition, induces population inversion for the D1 transition in 

the presence of a buffer gas of 
4
He. Figure 8.35(b) shows the energy levels within the D1 

transition used for producing the Raman depletion. The lasing beam acts as the Raman pump. 

The Raman probe is produced by sampling a part of the laser output, and shifting it in 

frequency with an acousto-optic modulator, operating at the frequency that matches the 
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hyperfine splitting in the ground state [119]. An additional optical pumping beam is applied 

to produce the population inversion among the metastable hyperfine states necessary for the 

Raman gain and depletion. Thus, the laser light experiences the Raman dip in the cell B, as 

illustrated in Figure 8.35(c). Efforts are underway in our laboratory to realize such a scheme. 

 

Figure 8.35 Energy levels for (a) 795-nm Rb laser to produce broadband gain, (b) 

Raman depletion to induce narrowband absorption dip. (c) Schematics of the 

experimental set-up to realize a superluminal laser: PBS, polarizing beam splitter; BS, 

beam splitter; AOM, acousto-optic modulator. Note that the superluminal laser is the 

same as the Raman pump. The scheme shown is for 
85

Rb atoms. The broadband gain is 

produced by side-pumping with a diode laser array. 

8.4 Future Work: A Double Raman Pumped Superluminal Laser 

Figure 8.36 shows the schematic of a double Raman pumped superluminal laser. The 
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same double Raman system, as introduced in Sec. 8.1., is used here. A ring cavity, composed 

of two curved mirrors (CM) and one beam splitter (BS), is built around the Rb cell. To 

calculate the enhancement factor, we need to replace the susceptibility in Eqn.8.53 with the 

numerical solutions of double Raman pumped gain media shown in Sec. 8.1. Remember the 

double Raman model contains multiple harmonics and is no more in the same shape as a 

double Lorentz function, it is not proper to solve the laser equation (Eqn.8.53) analytically, 

which makes the computation more complex. Figure 8.37 shows the difference between gain 

profiles in a double Lorentz function (Eqn.8.55) and in a double Raman gain model (Sec. 

8.1). 

 

Figure 8.36 Experiment Setup of a superluminal ring laser using double Raman pumped 

gain. 

 

 An algorithm is built to get numerical solution to the laser equation efficiently. Bisection 

method [120] is used first to scan through the gain profile coarsely and find all the ranges that 

contains a root. Susceptibility is guaranteed to be monotonically increasing or decreasing. 

Within each of the ranges, we will call a customized root finding method to find the solution. 

This method is essentially built on an Illinois method [30] with an additional boundary 
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constrain. Order of convergence is ~1.442 compared with traditional bisection method whose 

convergence speed is 1. This algorithm would return all the roots that satisfy the laser 

equation, which corresponds to all the possible modes exist in the cavity.  

 

Figure 8.37 Comparison between double peak gain profiles built by double Lorentz 

function and double Raman gain model. Plot (a) (b) shows the image part and real part 

of susceptibility calculated by the double Lorentz function as signal Rabi frequency and 

signal frequency are scanned. Plot(c) shows the corresponding case where susceptibility 

is calculated by the double Raman gain model. Red and green surfaces represents the 𝜒" 

and 𝜒′ respectively.  

 

 Figure 8.38 shows the results of using this algorithm to simulate a single Raman laser. 

The schematic of the system is shown in plot (d). Susceptibility of this Raman gain is shown 

in plot(d), where signal Rabi frequency and signal frequency are scanned. Decay rate of 5P1/2 
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is Γ = 6𝑀𝐻𝑧 , frequency difference between F=2 and F=3 is 3.034 × 109𝐻𝑧 , optical 

pumping rate (OP) is 3𝑀𝐻𝑧, pump frequency detuning is 1.2GHz, and Rb density is 

5 × 1014𝑚−3. The reflectivity of the output coupler (BS) in Figure 8.36 is 0.9. Cavity length 

is 1m. For simplicity, we assume the Rb fills the whole cavity. Numerical solutions are shown 

in plot (a-c) as pump Rabi frequency is scanned, where a1, b1, c1 show the signal Rabi 

frequency, signal frequency detuning, and error of one potential mode in the laser. Plot (a2, 

b2, c2) show the other mode.  

 

Figure 8.38 An example of using our algorithm to get two set of numerical solutions to a 

single Raman laser. See text for more details.  
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CHAPTER 9 SUMMARY 

Ultra-low power optical modulation, development of optically controlled waveplate and 

polarizer for high-speed Stokes-metric imaging, and development of a superluminal ring laser 

for a range of applications, including ultra-sensitive rotation sensing and vibrometry, are 

investigated in this thesis both theoretically and experimentally.  

Our study on the all-optical modulation and switching has demonstrated an all optical 

modulator which can operate at a power level much lower than any other technique 

demonstrated so far. Specifically, a tapered nano fiber (TNF) embedded in Rb vapor has been 

used to produce ultra-low power modulation.  

An N-Level algorithm has been developed in order to develop an accurate model for the 

interaction of multiphoton laser fields with Rb atoms, This algorithm can be used to generate 

automatically the density matrix equations of motion for a system with an arbitrary number of 

energy levels, such as the Zeeman sublevels within the hyperfine energy levels in Rb atoms.  It 

has been used to design, analyze, and optimize many processes of interest using Rb atoms, 

including the study of ladder transitions, high speed modulation, optically controlled polarizer 

and waveplate, and double Raman gain for realizing a superluminal laser.  

Study of all-optical modulation has been further extended to a Rb cascade system. With the 

Rb 5S-5P-6S ladder transition, optical modulation is demonstrated at a telecommunication 

band wavelength. With the use of a high pressure buffer gas, a 100-fold increase in modulation 

bandwidth has been observed.  

An optically controlled polarizer and an optically controlled waveplate have also been 
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demonstrated using the Rb ladder system. A combination of both can be used for realizing all 

optical switching and all optical logic gates. These devices can also be used to realize a 

high-speed Stokes-metric imaging system.  The optically controlled polarizer is demonstrated 

using 
87

Rb 5S1/2, F = 1->5P1/2, F = 1,2 -> 6S1/2, F = 1,2 transition, where 795 nm light is used as 

the control beam and 1323 nm light is used as the probe beam.  The optically controlled 

waveplate is demonstrated using the same transition. Specifically, a differential phase 

retardance of ~180 degrees between the two circularly polarized components of a linearly 

polarized signal beam is demonstrated.  The optical activity responsible for the phase 

retardation process is explained in terms of selection rules involving the Zeeman sublevels. 

Both the optically controlled polarizer and waveplate can be potentially implemented using the 

TNF in Rb vapor system and be used to realize an ultra-low power all optical switch as well as 

an all optical logic gate.  

I have also investigated the feasibility of realizing a superluminal ring laser (SRL).  An 

SRL contains a gain medium with a tuned negative dispersion, for which the group velocity of 

light becomes superluminal.  For the SRL, the mirror displacement sensitivity is enhanced 

very significantly. As such, the SRL has many potential applications, including vibrometry and 

rotation sensing  Using a double Raman pumped gain medium within Rb system, the 

enhancement factor is shown to be as large as 10
7
. This system requires two strong pumps that 

are closely spaced in frequency. Accurate modeling of this system requires taking into account 

interference between the two pumps. An analysis is presented where we allow for an arbitrary 

number of harmonics that result from this interference, and investigate the behavior of the gain 

profile under a wide range of conditions. An experimental study of double-Raman gain in a Rb 
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vapor cell is also described, which is found to be in close agreement with the theoretical model. 

Furthermore, a numerical algorithm designed to simulate a double Raman superluminal laser is 

also presented. As an extension of the study of the SRL, I have also investigated the properties 

of a subluminal laser (SLL), inside which the group velocity of light is much slower than the 

vacuum speed of light. It makes use of a composite gain spectrum consisting of a broad 

background along with a narrow peak. Since the group index can be very high, the frequency of 

such a laser is highly insensitive to a change in the cavity length, thus making it extremely 

stable.   
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CHAPTER 10 APPENDIX 

10.7 Appendix A: Matlab Program for Solving the Two Level Problem 

 

omeg=5;          % express rabi freq, normalized to gamma 

N=2;             % number of energy levels 

R=401            % number of points to plot 

                 % initialize and set dimensions for all matrices 

delta=zeros(1,R);   %detuning array 

M=zeros(N^2,N^2);   %M-matrix 

rho=zeros(N,N);     %dens mat 

Ham=zeros(N,N);     %Hamiltonian with decay 

Q=zeros(N,N);       %matrix corresponding to derivative of the density matrix 

      

W=zeros((N^2-1),(N^2-1));   %W-matrix 

S=zeros((N^2-1),1);         %S-vector 

B=zeros((N^2-1),1);         %B-vector 

A=zeros(N^2,R);             %A-vectors, for all detunings 

 

for m=1:R     %start the overall-loop 

 delta(1,m)=(m-(R+1)/2)/2; %define the detuning, normalized to gamma 

 Ham=[0 omeg/2; omeg/2 (delta(1,m)+0.5i)*(-1)]; %elements of Hamiltonian 

  

 for n=1:N^2      %start the outer-loop for finding elements of M;  

     for p=1:N^2  %start inner-loop for finding elements of M;  

                 

   %M(n,p) equals Q(alpha,beta) with only rho(epsilon,      %sigma)=1, and 

other elements of rho set to zero. 

    

                 %determining dummy coefficients alpha and beta 

         remain=rem(n,N); 

         if remain==0 

             beta=N; 

         else beta=remain; 

         end 

         alpha=(1+(n-beta)/N); 

          

                 %determining dummy coefficients epsilon and sigma 

         remain=rem(p,N); 



222 

 

         if remain==0 

             sigma=N; 

         else sigma=remain; 

         end 

         epsilon=(1+(p-sigma)/N); 

                 

         rho=zeros(N,N);                %reset rho to all zeros 

         rho(epsilon,sigma)=1;          %pick one element to be unity 

         Q=(Ham*rho-rho*conj(Ham))*(0-1i); %find first part of Q matrix 

         Q(1,1)=Q(1,1)+rho(2,2);        %add pop source term to Q 

                                        %For an N-levl system, add additional     

      %source terms as needed 

         M(n,p)=Q(alpha,beta); 

     end        %end the inner-loop for finding elements of M 

 end            %end of the outer-loop for finding elements of M 

  

        S=M(1:(N^2-1),N^2:N^2);      %find S-vector 

        W=M(1:(N^2-1),1:(N^2-1));    %initialize W-matrix 

         

        for d=1:(N-1) 

            W(:,((d-1)*N+d))=W(:,((d-1)*N+d))-S; %update W by subtracting 

                                                 %from selected columns 

        end 

                   

        B=(W\S)*(-1);           %find B-vector: primary solution 

         

        rhonn=1;                 %initialize pop of N-th state 

        %determine pop of N-th state 

        for f=1:(N-1) 

            rhonn=rhonn-B(((f-1)*N+f), 1); 

        end  

               %determine the elements of the A vector 

        A(1:(N^2-1),m)=B; 

        A(N^2,m)=rhonn; 

     

end             %end of over-all loop    

plot(delta,real(A((N^2-0),:))) 
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10.8 Appendix B: Matlab Program for Solving the Three Level Problem 

 

oma=1; omb=1;    % express omeg rabi freqs, in units of gamma 

dels=0;          % common detuning set to zero 

N=3;             % number of energy levels 

R=401            % number of points to plot 

                 %initialize and set dimensions for all matrices 

del=zeros(1,R);   %diff detuning array 

M=zeros(N^2,N^2);   %M-matrix 

rho=zeros(N,N);     %density matrix 

Ham=zeros(N,N);     %Hamiltonian with decay 

Q=zeros(N,N);       %matrix representing derivative of density matrix 

W=zeros((N^2-1),(N^2-1));   %W-matrix 

S=zeros((N^2-1),1);         %S-vector 

B=zeros((N^2-1),1);         %B-vector 

A=zeros(N^2,R);             %A-vectors, for all detunings 

 

for m=1:R     %start the overall-loop 

 del(1,m)=(m-(R+1)/2)/10; %define the detuning 

 Ham=[del(1,m)/2 0 oma/2; 0 del(1,m)*(-1)/2 omb/2; ... 

     oma/2 omb/2 (dels+0.5i)*(-1)]; 

  

 for n=1:N^2      %start the outer-loop for finding elements of M;  

     for p=1:N^2  %start inner-loop for finding elements of M;  

          

                 %finding alpha and beta 

         remain=rem(n,N); 

         if remain==0 

             beta=N; 

         else beta=remain; 

         end 

         alpha=(1+(n-beta)/N); 

          

                %finding epsilon and sigma 

         remain=rem(p,N); 

         if remain==0 

             sigma=N; 

         else sigma=remain; 

         end 

         epsilon=(1+(p-sigma)/N); 
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         rho=zeros(N,N);                %reset rho to all zeros 

         rho(epsilon,sigma)=1;          %pick one element to unity 

         Q=(Ham*rho-rho*conj(Ham))*(0-1i); %find first part of Q matrix 

          

         Q(1,1)=Q(1,1)+rho(3,3)/2;        %add pop source term to Q 

         Q(2,2)=Q(2,2)+rho(3,3)/2;        %add pop source term to Q 

                                          %Modify as needed for general      

   %systems 

         M(n,p)=Q(alpha,beta); 

     end        %end the inner-loop for finding elements of M 

 end            %end of the outer-loop for finding elements of M 

  

        S=M(1:(N^2-1),N^2:N^2);      %find S-vector 

        W=M(1:(N^2-1),1:(N^2-1));    %initialize W-matrix 

         

        for d=1:(N-1) 

            W(:,((d-1)*N+d))=W(:,((d-1)*N+d))-S; %update W by subtracting 

                                                 %from selected columns 

        end 

                   

        B=(W\S)*(-1);           %find B-vector: primary solution 

         

        rhonn=1;                 %initialize pop of N-th state 

        %determine pop of N-th state 

        for f=1:(N-1) 

            rhonn=rhonn-B(((f-1)*N+f), 1); 

        end  

               %determine elements of A vector 

        A(1:(N^2-1),m)=B; 

        A(N^2,m)=rhonn; 

     

end             %end of over-all loop    

plot(del,real( A ( (N^2-0),: ) ) ) 
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